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Introduction Dataset Analysis
* Most previous research o.n mor§I framgs focused on social media short texts #Doc_ #Sent #Event # (%) Moral
and annotated for an entire social media posts ALL 400 10912 45199 9613 (21.27)
* The journalists express their stances through moral judgment towards events AllSides }80 0448 22527 5628 (24.98)
BASIL 150 3811 16200 2586 (15.96)
* propose a new task to understand event-level moral opinions in news articles MPQA 3.0 | 70 1653 6472 1399 (21.62)

. . . .
Moral Foundation Theory Table 2: EMONA dataset contains 45199 events, 9613 (21.27%) moral events

* The social moral principles are categorized into five dimensions, each with a Allides = lefaricle BASIL 0 vonbias entence MPQA30 et
o, o . . . . rioht article ) ) opinionated events
pOS|t|Ve and ad negat|ve Judgment: Care/Harm’ Fa|rneSS/Cheat|ng’ o Ratio of moral events gh 1 o Ratio of moral events o Ratloofmoratvents
AN N AN 40.54
Loyalty/Betrayal, Authority/Subversion, Purity/Degradation 0y 50- oo 30 -
20 - ' 20 - 14.30 B 20 - 15.96
5 0 RN
IVl Ot I Va t I O n S ° left center rlght g ° non-bias blas g ° non—c-)pi-nion opéigrélgion g
. . . . Ratio of positive / negative events Ratio of positive / negative events Ratio of positive / negative events
* RQ1: can event-level moral opinions reflect article-level ideology? ” y %
90 - 7530 78.15 90 - 81.86 90 - 81.28
Liberal: Texas Gov. Rick Perry is a new campaign ad: ™: - el - 728 |
: C e : : 50 - 50{ 3996 501 4272 |
that contrast [cheating] Christianity with homosexuality. 1 ™ 1 e
1A A P 18.14 ? 1872
Conservative: Texas Gov. in an ad that President Obama | * - IR 10 - N 10 .

Positive Negative Positive Negative Positive Negative

IS waging a war [degradation] on religion, and he can defend [purity] faith.

: ) o , ] i hiag . : . ] . . . . ’
 RQ2: can event-level moral opinions explain sentence-level media bias? Figure 1: Analysis of event-level moral opinions with article-level ideology

. T . sentence-level media bias, and event-level general opinions
 RQ3: can event-level moral opinions uncover implicit opinions?

Example: The new president Trump American: “The time for

empty talk [cheating] is over. Now arrives the hour of action [authority].” Intrinsic Evaluation

We build baseline models for the following tasks:
Data Sources * Event moral identification: identify whether an event bears moral judgments

, , , * Event moral classification: classify 10 moral labels + non-moral for events
We intentionally select three different components to form our dataset.

Overall, the dataset comprises 400 articles, 10k sentences, 283k words. * End-to-end system: predict label for every word in a plain article

* AllSides: provides article-level IdeOIOgy label (left' center, rlght) event moral identification | event moral classification end-to-end system
12 tOpiCS x 5 articles x 3 stances = 180 articles Precision Recall F1 Precision Recall Fl Precision Recall F1
lexicon 36.49 27.80 31.56 18.21 19.39 16.75 - - -
 BASIL: provides sentence-level media bias label opt-3.5-turbo 41.45 5890 48.66 24.20 27.46 22.08 22 .08 23.14  20.61
opt-4 59.25 6091 60.06 35.08 32.68 30.83 30.64 32.73  30.06
5 triplets x 3 media x 10 years = 150 articles longformer 6181 6548 6359 | 4632 3656 3950 | 4430 3547 3842

* MPQA 3.0: annotates entity/event-level general opinions, retain 70 articles Table 3: Performance of intrinsic evaluations on the EMONA dataset

Data Annotation Extrinsic Evaluation

We propose to incorporate event-level moral opinions to three downstream
tasks: (1) Article-level ideology classification (2) Sentence-level media bias
identification (3) Event-level general opinion identification

EventMoral Annotation Components

Component 2: Moral Opinion towards Events \
' | Component 1: Event Identification Step 1: moral identification - the author’s moral opinion " input article = [ ?;Zi:ﬁﬁg } = iaer;ltiﬁg:fiiafipmiom =
towards the event 1s neutral reporting, positive praising, or | distillation loss for N
decide which span of textis event | )| negative criticizing? . B event-level moral opinions
trigger word, and choose one single ‘ _| =>| EventMorality | = prcdlcied Iimbabihty. for
: ; : o E i o Student Layers event-level moral opinions — total loss
' | word to represent the event Step 2: moral classification — 1f moral opinion is positive or _ | &
-\ / negative, which one of the five moral dimensions is the | Inputarticle g’ . . ..
; : : ; Ideology Bias = predicted probability for = ideoloev bias | o1 3
primary judgement? j i Prediction Layers ideological bias 1008y b1as feathing f05S
article-level ideology sentence-level media bias event-level opinions
Pl rwise Maiont Tamas) 35 1 Precision Recall Fl Precision Recall FlI Precision Recall FlI
NF N ¥ F 1\;'[ Y v v gl\lj[ - f/f’ longformer baseline 83.69  84.65 84.11 | 4681 4565 4622 | 5673 5771 57.21
, - i 4y '“ ek can can can 4l || + event-level moral opinions | 87.15  88.03 87.46 | 50.79  49.60 50.19 | 6093 6294 61.92
Event Extraction 0.7670 0.8182 0.7938 | 0.8656 0.8877 0.8772 || 0.4464 | 0.5870 | 0.7113
Moral Identification 0.4797 0.5846 0.5276 | 0.6483 0.7814 0.7017 || 0.3374 | 0.4064 | 0.4707 . : :
Ten Moral Classification | 0.6682 0.7876  0.7230 | 0.8279 09245 08679 | 0.3685 | 0.4068 | 0.5546 | 120l€ 4: Performance of extrinsic evaluations on AllSides, BASIL, MPQA 3.0

Table 1: Pairwise Cohen’s kappa inter-agreement scores among five annotators,
and their agreement with majority voting label. The right three columns show
5 JOTTEY VORTIS S Scan to check the EMONA dataset
the agreement between large language models and human annotators
https://github.com/yuanyuanlei-nlp/EMONA dataset
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