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Motivation & Contributions
• Multi-agent interactions with LLMs improve reasoning but are costly 

and lack a unified model for efficient inference.
• We propose MAGDi, a structured distillation method which distills the 

interactions between multiple LLMs into smaller student models.
• The teacher LLMs interactions are represented as graphs.
• Tested on seven benchmarks, MAGDi boosts smaller models' 

reasoning abilities and achieving significant efficiency gains.
• MAGDi also shows improved generalizability, scalability and diversity.

Problem Setup

• Level 1: Learning from multiple teachers. The student learns from 
the correct reasoning of multiple teachers, rather than one. 

• Level 2: Learning from teacher interactions. The student learns from 
both pre- and post-interaction data between multiple teachers.

• Level 3: Learning from negative reasoning. The student additionally 
distills from negative or incorrect reasoning from the teacher models.

• Level 4: Learning from structure. The student learns from the output 
and graph-structure of teacher LLM interactions.

Methodology

Main Result

Efficiency Analysis

Generalizability, Scalability and Diversity

We employ three objectives to learn increasing levels of interaction structure in a MAG.  

We present Multi-Agent Interaction as a graph (MAG). We capture rich 
knowledge from MAGs via the following four levels of MAG components.

• Learning from Positive Reasoning: Next-token prediction
• Learning from Negative Reasoning: Margin-based ranking loss
• Learning from Interaction: Node classification using a GCN

• Level 1: Distillation from multiple teachers > distillation from strongest teacher only.
• Level 2: Distillation from pre- and post-interaction reasoning > only pre. reasoning.
• Level 3: Negative reasoning chains further improve distillation.
• Level 4: Structured distillation from interactions > all multi-teacher baselines.

• MAGDi achieves up to a 9x reduction in token count.
• MAGDi achieves a better balance of efficiency and performance.
• More efficient than its teacher system ReConcile
• Performs better than zero-shot and prior single-teacher distillation methods.

MAGDi scales positively with the student size and performs better on OOD datasets. 

MAGDi obtains larger improvements w/ self-consistency, which relies on model diversity.


