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Overview

Background: Multi-aspect evaluation is crucial to assess the

performance of language models comprehensively.

Problem: How to generalize to any customized evaluation aspects?

Solution: Two-stage instruction tuning to (1) learn to follow customized

evaluation instructions, and (2) exploit the connections between

fine-grained evaluation aspects.

Contributions: A universal evaluator with the following strengths:

(1) Generalization ability: adapt to user-specified instructions in a

zero-shot manner with a unified model.

(2) Strong performance with high efficiency: achieves strong

performance with only 780M parameters.

(3) Reference-free and open-source.

X-EVAL: Two-stage Instruction Tuning with Auxiliary Aspects

Derive four types of evaluation tasks to increase the task diversity.

Enhance instruction tuning with auxiliary aspects.

Introduce AspectInstruct, the first multi-aspect evaluation instruction

tuning dataset with 27 diverse aspects on three NLG tasks.

Inferencewith Auxiliary Aspects

Experiments & Discussions

Meta-evaluation on dialogue based on unseen aspects on FED:

Meta-evaluation on summarization on SummEval:

Effect of the scale of language model backbones:

Conclusion

Present X-Eval, a novel two-stage instruction-tuning framework for text

evaluation across seen and unseen aspects.

Collect AspectInstruct, the first instruction-tuning dataset for

multi-aspect evaluation.

Our method achieves a comparable if not higher correlation with

human judgments compared to the state-of-the-art NLG evaluators.

https://github.com/VT-NLP/XEval The first South NLP Symposium (SouthNLP 2024) minqianliu@vt.edu

https://github.com/VT-NLP/XEval
mailto:minqianliu@vt.edu

