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** Is conversational Al a feasible way to perform data science tasks?

¢ How accurate are LLMs in framing and solving ill-defined complex
data science tasks?

*» What are the common challenges involved with systems like " Virtual

Interactive Data Scientist'?
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Quantitative Results

Our findings highlight that, even without LLMs, small models can achieve
significant improvements in performance when fine-tuned on synthetic
data. This underscores the viability and potential of 'Conversational Data
Science’. We experimented with three public dataset.
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Future Works

Begin with AB testing using ChatGPT to assess interaction quality,
planning future exploration into the effects of diverse prompting
strategies on user engagement.

Transitioning to Open Source LLMs to enhance data privacy and control.
Advancing conversational Uls with LLM on background to provide fluid
result summaries and enable users to explore alternative options,
enriching decision-making and user engagement.

Continuous learning of user behavior and personalize the responses.




