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Upscaling 
 All scripts for each language 

Flattening 
Only one script for entire corpus
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Telugu sentence in 4 scripts
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Kannada and Tamil only in Telugu script
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Telugu sentence in mixed scripts

Kannada TamilTelugu Malayalam

telugulo

We can identify languages 

no matter what script they 

are written in 

Some More Results 

Script-Agnosticism can be modeled under different strategies, with intra-
sentence script-mixing offering the most robustness

Multi-script training setups lead to similar performance as FLORES200 
baseline i.e. no performance loss due to more scripts 

* No particular script is best suited for 
projection, despite differing letter 
counts  

* Interpretability analysis reveals Mal-Tam 
lexical overlap affects langID 

* Negligible differences between parallel 
and non-parallel data 
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Script: Tamil Kannada Malayalam Telugu
Baseline Flatten Baseline Flatten Baseline Flatten Baseline Flatten

TAMIL 94.37 80.43 - 80.63 - 80.93 - 80.73
KANNADA - 91.60 92.59 92.19 - 91.60 - 91.70

MALAYALAM 69.27 99.31 88.93 98.32 100.00 98.42 88.93 98.91
TELUGU - 93.68 - 93.77 - 93.08 94.07 93.77

AVERAGE 40.91 91.25 45.28 91.23 25.00 91.01 45.75 91.28

Table 2: This table shows the performance of the Baseline model (trained on original script data only on FLO-
RES200) and four Flatten models –one per script (shown in the columns) for each LANGUAGE test set. We find
that no particular script is best suited to the flattening task and each script can allow for identification of the four
Dravidian languages relatively faithfully. Although marginally, the Telugu script Flatten model performs best and
so we include it in cross-domain experiments in 4.4.

IPA ISO TEL KAN MAL TAM

/ka/ ka క ಕ ക க
/kha/ kha ఖ ಖ ഖ க₂
/ga/ ga గ ಗ ഗ க₃
/gha/ gha ఘ ಘ ഘ க₄

Table 3: Tamil has only one letter to represent the above-
mentioned 4 sounds common in the other 3 Dravidian
languages. So, the transliterator introduces subscripts
to differentiate the four sounds in the source script.
There are 5 such character series but we only show the
velar phonemes’ series.

fore, we opt for reporting top-1 accuracy since it213

is appropriate and easier to interpret for our data214

settings.215

Baseline Models Our first baseline model (re-216

ferred to as FLORES200) was trained on the raw lan-217

guage .dev files from FLORES200. We chose this218

as a baseline, given that it represents an easy and219

intuitive approach to training a language classifica-220

tion model: simply training based on the language221

data available, without any augmentation or mod-222

ifications. We also benchmark with a language223

identification model pre-trained onWikipedia, SE-224

Times, and Tatoeba, boasting support for 176 lan-225

guages (Joulin et al., 2016). Since this model is226

state-of-the-art and trained on a large amount of227

data outside of FLORES200, we use this as a sec-228

ond baseline and will refer to it as WIKI.229

4 Results230

We present our results for the Baseline, Flatten-231

ing, Upscaling, and Noisy models here. In general,232

our script-agnostic models demonstrate good per-233

formance above the baselines on the transliterated 234

test sets, and our methods often rival traditional ap- 235

proaches on clean data. 236

4.1 Script Flattening 237

Under the Flattening experimental setup, even 238

though certain languages have higher accuracies 239

than others, each language appears to have com- 240

parable performance across scripts ( Table 2). For 241

instance, Tamil sees 80% accuracy on all flattened 242

tests; in fact, each language’s scores vary less than 243

one percent when flattening to any given script. 244

The uniformity suggests that script does not play 245

a major role in the models’ decision-making, and 246

that they are classifying with regard to linguis- 247

tic information rather than writing system. This 248

matches and confirms our initial hypotheses, since 249

there is no alternative script for the model to con- 250

sider when evaluating language identity. 251

Upon comparison with the baseline, our flat- 252

tened models are far superior both in unconven- 253

tional script scenarios, and when averaged across 254

the four languages. In some cases, the baseline 255

only classifies correctly 25% of the time, while our 256

models consistently perform with over 90% aver- 257

age accuracy on the transliterated FLORES200 test 258

set. With respect to individual language scores, 259

the baseline classifies with slightly more accuracy 260

when language and writing system match, but this 261

is merely due to its heavy reliance on script, and 262

does not speak to its overall performance. When 263

script and language are not the same, the baseline is 264

easily fooled; for example, in many cases it cannot 265

classify even a single example correctly for certain 266

languages. 267

Interestingly, there is a difference in perfor- 268

mance across the individual language scores for 269
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WIKI FLORES200 train - 25% train - 50% train - 75% train - 100%
Size 3,988 3,984 7,968 11,952 15,952

ORI TRA ORI TRA ORI TRA ORI TRA ORI TRA ORI TRA

TAM 100 25 94.37 23.59 48.02 48.84 77.96 78.04 91.8 92.02 95.26 95.16
KAN 100 25 92.59 23.15 74.41 74.18 89.62 90.02 92.69 92.76 95.06 95.06
MAL 100 25 86.78 95.85 95.41 99.11 97.83 99.7 99.68 99.7 99.65 99.65
TEL 100 25 94.07 23.52 47.23 46.89 92.49 92.86 94.37 94.47 95.36 95.41

AVG 100 25 95.26 39.26 66.38 66.33 89.80 89.69 94.64 94.73 96.35 96.32

Table 4: This table compares the performance of the Baseline models to the Script-Upscaled model, trained on
25%, 50%, 75%, and 100% of the original training examples, transliterated to all scripts. In other words, each %
entry represents a Script-Upscaled model, trained on the specified percentage of examples in the original training
set, plus the same examples transliterated. The row underneath displays the amount of training data (including
transliterations). Each model was tested on the original test set, without any transliterations, and a test set with all
examples transliterated to all scripts.

FLORES FLORES GLOT UDHR MCS350
Model (transliterated) (clean) average

BASELINE (FLORES200) 39.26 95.26 82.41 79.00 45.34 68.25
4-WAY PARALLEL 96.32 96.35 81.67 77.54 44.79 79.33

NON-PARALLEL 94.39 94.37 84.61 83.86 51.76 81.80

Table 5: This table compares two script-upscaled models, each trained on 997 examples per language, which are
then transliterated to all scripts. One is trained on 4-way parallel data, and the other on examples that are not parallel.
The slight discrepancy of performance is likely a result of different data sources.

both models, where they correctly identify certain270

languages more often than others. For example,271

Malayalam receives accuracies near 100%, while272

Tamil is only correctly classified 80% of the time.273

This appears to be a result of the fasttext model274

defaulting to a Malayalam prediction, paired with275

the close similarity between the Tamil and Malay-276

alam languages. For a more thorough interpretabil-277

ity analysis, see Appendix D.278

4.2 Upscale279

Our upscaled model performs quite well on the test280

sets, with over 96% accuracy (Table 4). Moreover,281

while it drastically outperformed the baseline on282

transliterated data, it scored higher on the noise-283

less test as well. These results demonstrate that284

the model was able to correctly disentangle script285

and language, and was not tricked by noisy data.286

Comparison with Flattening When comparing287

the Flattening results to our Script-Upscaled ver-288

sion, it is important to recognize that the latter289

model was trained on four times the amount of290

data, since we transliterated to all four scripts as291

opposed to flattening to a single script.292

In order to analyze the effect of the number 293

of examples on our Script-Upscaled version, we 294

also trained it using three variations of our train- 295

ing data: 25% of the original examples, as well 296

as 50%, and 75%. As expected, the 25% model 297

performed much worse than the 100% model, and 298

we saw improvements as we included more of the 299

data. Interestingly, the results were only compara- 300

ble to the Flattening model once we trained with 301

at least 75% of the original examples. We suspect 302

this is due to the difference between the number of 303

cross-language examples and the number of cross- 304

script examples. For instance, even though the 305

25% Upscaled model has nearly the same number 306

of training examples as any of the Flattening mod- 307

els, many of these sentences are merely transliter- 308

ated versions of each other, rather than full trans- 309

lations or original examples. This distribution ap- 310

pears to allow themodel to become script-agnostic, 311

but sacrifices the ability to identify languages in 312

the process. This suggests that although Upscaling 313

may perform better than Flattening overall, Flatten- 314

ing can learn more about both script-agnosticism 315

and language identification from fewer examples. 316
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Data Language Baseline N@25 N@50 N@75 N@100 N@all Upscale

CLEAN

Tamil 23.59 40.19 14.95 42.81 26.75 93.08 95.26
Kannada 23.15 76.38 58.75 77.32 67.27 93.33 95.16
Malayalam 86.78 94.54 99.93 95.11 99.51 99.63 99.70
Telugu 23.52 51.63 40.07 44.64 51.14 94.89 95.45

all

Tamil 40.77 36.86 14.82 39.66 25.55 99.77 100.00
Kannada 39.72 77.02 56.24 78.59 65.25 99.02 99.14
Malayalam 86.94 96.34 99.97 96.24 99.57 99.90 99.95
Telugu 42.40 52.70 38.71 43.32 52.47 99.47 99.77

AVG * 50.27 65.72 52.60 64.52 60.79 98.82 99.16

Table 6: Even after introducing noise at all levels, the N@all and Upscale models are competitive implying that
we can both use the word-level script-mixing without sacrificing performance on clean or noisy data. Table has
been abridged due to space constraints, but an extended table with results for 25, 50, 75, and 100% noise-level
test sets for all languages in included in Appendix Table 8. N@25,50,75,100 and the baseline models were trained
with 3988 sentences per class. The Upscale and N@all models were trained with 15952 sentences per class and
are therefore more comparable with each other. The baseline was trained on FLORES200 data.

FLORES200 GLOT UDHR MCS350 AVERAGE

Test Set Size 4048 3934 285 15000 5817

BASELINE (FLORES200) 95.26 82.41 79.00 45.34 75.50
fasttext (WIKI) 100.00 99.96 100.00 71.75 92.93
UPSCALE (16K) 96.35 81.67 77.54 44.79 75.09
FLATTEN (TELU) 91.28 43.18 44.56 33.95 53.24

NOISE (ALL) 95.41 80.19 76.14 43.41 73.79

Table 7: We share two baseline models (trained on FLORES200 and Wikipedia) along with the best model from
each of our 3 experimental setups (upscale, flatten, noise) and test them on out of domain data to test domain transfer
of the learned embeddings. Overall, the UPSCALE (16K) and NOISE (ALL) models have comparable performance to
BASELINE (FLORES200) demonstrating that the multi-script training doesn’t lead to a significant degradation in
performance on the languages’ naturally occurring native scripts.

scores would not be as high. Additionally, the All-417

noise model showed very good performance, and418

we suspect it remains second to the Upscaled set-419

ting primarily due to the variability of the training420

data. Unlike the Upscaled model, it may not see421

every example transliterated to all scripts, and thus422

may not become completely agnostic of script.423

In the practical setting, our models –especially424

Script-Upscaled– appear to be a reasonable alter-425

native to current language identification systems,426

when noisy script-mixing is a possibility. It seems427

that when trained on the same set of sentences, a428

Script-Upscaled model will outperform a standard429

one. The WIKI baseline performed the best on the430

non-transliterated test sets, but this is likely due to431

its huge amount of training data. It is highly possi-432

ble that had we trained a Script-Upscaled model433

on Wikipedia, we would have seen results that434

matched the WIKI baseline on noiseless data. The 435

large amount of storage and computational power 436

for this endeavor, in addition to potential chal- 437

lenges in transliterating to so many scripts, would 438

have been beyond the scope of our current work. 439

However, now that we have established proof-of- 440

concept, future work will attempt to create fully 441

transliterated WIKI language identification mod- 442

els. 443

Our Upscaling approach is relatively straight- 444

forward, and requires no more examples than for 445

a standard language identification system. Since 446

transliteration can be done automatically, we es- 447

sentially propose a data-augmentation process (for 448

complete sentences and within sentences) that re- 449

sults in an ability to classify languages regardless 450

of script. Future work should explore the impact of 451

these script-agnostic embeddings on other down- 452
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for i in ix_array:
    shap.plots.text(shap_values[i])
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