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Overview

LLMs exhibit remarkable performance but come with high expense. We are 
motivated to design a cascade following the intuition that simple questions 
could be answered by weaker LLM, whereas only the challenging questions 
necessitate the stronger LLM. 
We leverage a cascade to save the cost. Given the question, the cascade first 
leverage the weaker LLM to get an answer and then decide to accept or 
reject the answer. The key component is the decision maker. In our work, we 
propose to make the decision based on the ”answer consistency” with a 
mixture of two thought representations (i.e., CoT [1] and PoT [2]).

Can we fine-tune a small LM [4] or directly 
use the weaker LLM as the verifier?
They cannot yield satisfying results in complex 
reasoning tasks, which can be due to the 
intrinsic challenge of deciding question 
difficulty and answer correctness solely based 
on their textual descriptions.
How weak can the weaker LLM be?
It cannot be too weak. When it struggles with 
the task, our cascade doesn’t work.
Is our method robust to hyperparameters?
MoT is always better with different sampling 
temperatures and sample sizes.
Can stronger LLM learn from weaker LLM? 
Leveraging answers from the weaker LLM may 
mislead the stronger LLM.

Experimental Results

Future Work
Can our method be prompted to more 
general tasks without a specific answer? E.g., 
Universal Self-Consistency [5].
Can our method be applied to multiple (>2) 
LLMs or to reduce the hallucination of LLMs?
Can we distill knowledge from different 
representations?
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LLM Cascades for Cost-efficient Reasoning
We set a non-zero temperature and have different sampling strategies:
• Sampling with the same prompt (self-consistency): Sampling multiple answers given the same prompt input [3].
• Sampling with different demonstrations: Sampling answers with prompts that have different in-context demonstration examples.
• Sampling with different representations: Sampling answers with prompts that have different representation of intermediate steps.

Vote-based: Examining if the agreement score of 
the majority voted answer is larger than a pre-
defined threshold.
Verification-based: Checking if the majority voted 
answers sampled from different prompts are 
consistent. 

Same
Examples

Same
Representation

Different 
Examples

Different 
Representations

CoT-1D √ √
PoT-1D √ √
MoT-1D √ √
CoT-2D √ √
PoT-2D √ √
MoT-2D √ √

1. Our pipeline achieves comparable task performance with GPT-4 but requires only 40% of costs. 
2. Sampling from the mixture of thought representations (MoT) is particularly effective.
3. Increasing the threshold yields marginal benefits for the vote-based approach.

MoT could introduce more “opinions” in hard questions.

Further Analysis

Paper & Code


