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MOTIVATION: DATA SENSITIVITY & COMPUTATIONAL INADEQUACY

METHOD: PRUNING AND FEDERATING

RESULTS

o Parameter pruning approaches can be
compute intensive

o Therefore, we look to primitive, low-
cost, task-agnostic layer pruning
techniques

We investigate various layer-dropping strategies

Traditionally, Large Language Models are fine-tuned in a centralized manner, requiring the collection
of vast amounts of data, a process associated with significant time, labor, and accessibility challenges.
Instead, we look to develop a federated learning methodology that retains user privacy, bypasses
traditional data collection, and distributes finetuning to resource constrained devices. Thus, we
introduce PruFed, a model-heterogenous federated finetuning approach.

o We create a federated learning system to finetune and aggregate pruned models of
different depths

o We aggregate across shared layers of pruned models to create robust global models

Visualization of layer-wise heterogenous aggregation (HeteAgg)
Algorithm for model-heterogenous federated finetuning of 

pruned language models

o Ideal Layer-Pruning strategies are task-dependent
o On average, Top-Alternate Dropping performs best
o For more sparse models, PruFed matches or

outperforms their non-federated counterparts
(regardless of pruning strategy)
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