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Results

Introduction

Objectives:
Employ semantic similarity search to find reference verses in the 
Bible. Use Maximum weight matching algorithm to tackle 
limitations from semantic similarity search in finding references.

Using a state-of-the-art large language model to train on 6 datasets 
we made to answer user questions.

Motivation:
Our goal is to explore methods to create open-source tools 
that can help empower religious communities by answering 
questions they have from a computational perspective.

Commercial Religious AI Tools:

Key Findings

• Discover novel approach using maximum weight matching to 
finding reference verses in the Bible that improves upon a 
sematic similarity search

• Commercial large language models are still superior to verse 
extraction task, though our models are transparent about 
their dataset task.

Semantic Similarity Search

Maximum Weight Matching

Datasets

Fine-Tuning

Fine-tune a llama-2-7b-chat model on datasets using instruction 
fine-tuning and Low Rank Adaption.

Low rank adaption allows for memory efficient fine tuning on a 
single GPU

Exact match used as evaluation during training. Represents 
best exact match during iterations

Bible verses scraped from BibleGateway.com. 

Created 6 instruction-tuning datasets.

Dataset Instructions created by prompting GPT 3.5-turbo-0125. 

Single:

Situation:
Topical Bible utilized from OpenBible.info to extract topics.

Similarity:
Cross references extracted from OpenBible.info.

References:
Reference verses extracted from NIV and NLT footnotes.

Version:
Utilized NIV, NLT, KJV, NKJV, ESV versions.
NER: 
Entities extracted with Emory Language and Information Toolkit.


