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Motivation

• Previous misinformation corpora neglect 

non-English languages.

• It is important for misinformation 

datasets to be adaptable to other 

datasets, so that we may continue 

expanding our knowledge base.

• The class imbalance issue is highly 

prevalent in misinformation corpora.

Data Collection

English

20,707

tweets

Arabic

4,009

tweets

Hindi

3,317

tweets

Spanish

1,966

tweets

Russian

1,907

tweets

Claim:

Cucumbers cure/prevent cancer

Cucumbers AND (cure OR prevent) 
AND cancer 

lang:en -filter:retweets

Supporting

Refuting

Discussing:

R e f u t i n 

g 

Querying

Irrelevant

Wow! Did you guys know 

that cucumbers 

completely cure cancer? 

#cancer #cure #medicine 

I don’t think that’s true 

bro…

I believe this paper was 

published in a non-

reputable journal and 

quickly retracted.

Where did you hear this?

P I C S  I N  B I O

• Step One: Collecting Misinformation Claims

We randomly sample multiple fact checking sites 

for a diverse set of misinformation claims.

• Step Two: Writing/Running Queries

We write Twitter/X API queries, such that we 

maximize relevant tweets, while at the same time 

trying to balance class distribution.

• Step Three: Annotation

We annotate up to 50 tweets and 100 context 

tweets for each claim. Fine grained annotation 

using both stance and leaning allows for an 

interchange between 3 and 5 class (see below).

Supporting

Discussing - Supporting

Refuting

Discussing - Refuting

Querying

Discussing - Other

Irrelevant

Corpus 

Statistics

Discussing

20,707

tweets

Irrelevant

4,009

tweets

Supporting

3,317

tweets

Querying

511

tweets

Refuting

2,044

tweets

English Stance 

Detection

Evaluation

Claims are split into train, dev 

and test sets. Models are 

evaluated on unseen claims.

Class-Imbalance Issue

Class-balanced focal loss 

achieves better performance 

than weighted CE.

Cross-Lingual

Transfer

Dataset

Adaptability

We show that an EasyAdapt combined 

version of Stanceosaurus and 

RumourEval scores a higher F1 on both 

datasets test sets.

English Performance

On Unseen Claims

Set-up

We test BERTweet’s 

ability to generalize 

toward regional claims by 

training on international 

claims. We create a new 

train/test/dev set based 

on claim location.

Results

Results vary wildly 

between sources. Two 

sources with the most 

international data have 

the highest F1 scores.

Experiment

We train mBERT on English 

Stanceosaurus, and evaluate on 

Russian, Spanish, Hindi, and 

Arabic.

Results

Each language show’s comparable 

performance to the other, showing 

potential merits of the data.


	Slide 1

