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In a list titled “Answers”, generate several likely answers to this question for the target 
expression, keeping the rest of the conversation in mind.

Your answers should provide novel information that is not explicitly shared in the 
conversation. 
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I really like the movie Dune.

Everyone’s raving about that recently! Have you 
watched Part Two?

No, I’ve been too busy with work.
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2. Novelty the bot asking about 
watching the sequel

to perform well at 
work 

an upcoming 
project deadline

Cicero ReflectComFact
Humans map ATOMIC commonsense 
tuples to dialogue turns 
Total: 5K  
Avg: 350 per 15 types

Humans write answers to 
commonsense ques^ons 
Total: 71K 
Avg: 14K per 5 types

Humans write answers to 
commonsense ques^ons 
Total: 3K 
Avg: 600 per 5 types

1. Diversity

Social Commonsense

to be busy with 
work 

• Cover many commonsense types 
• Output mul^ple inferences for a 

single example

1. The listener does not know which subject to study.

1. 
2. 

3. 

4.

The speaker's personal interest in economics.  
The speaker's observa^on of the job market and the high demand for economics 
graduates.  
The speaker's percep^on of economics as a versa^le and valuable degree 
that can open up various career paths.  
The speaker's inclina^on towards quan^ta^ve and analy^cal subjects, which are 
central to economics. 

I really like the movie Dune.

Everyone’s raving about that recently! Have you watched Part Two?

No, I’ve been too busy with work.

Listener: 
Speaker: 
Listener: 
Speaker:

I can’t decide whether to go to university or get a job What’s your opinion? 
Well, if I were you, I would go on studying. 
But I don’t event know what to study. 
I advise you to major in economics.

Target: I advise you to major in economics.

QuesGon: 
Answer:

What could have caused the last thing said to happen? 
This was caused by…

12,000 unique 
dialogue contexts 

from SODA dataset

10 social 
commonsense 

types
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600,000 commonsense 
inferences  

(5 outputs on average)
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likes science fiction
will watch movie sequel  

Attribute:
Future event:

has watched Dune before Prerequisite:

• Inferences contribute new 
informa^on not explicitly shared 
in dialogue context

Task FormulaGon 
• Given a dialogue context and a commonsense type, output 

an inference that is relevant to the dialogue context and is 
of the specified type 

MoGvaGon 
• Commonsense knowledge can improve understanding of 

content shared by human users in dialogue  
• Deeper understanding is useful for response genera^on, 

dialogue summariza^on, and more

Improvement Objectives:

EvaluaGon of LLM-generated 
commonsense inferences 

against human-wriMen
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