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Research Goals

● Successfully automate general and 
classroom-oriented administrative tasks 
between multiple users

● Achieve seamless user experience in task 
execution through natural language 
understanding via large language models

● Build a framework that demonstrates 
successful automated chatbot evaluation 
with large language models

Emora Framework and Features

Framework
Emora STDM — NLG and conversation 
transition
GPT — NLU and information extraction
MongoDB — data storage

Features
Appointments: make and confirm appointments
Messages: send messages (anonymity options)
Groups: make and check groups
Feedback: create feedback requests for group

GPT Evaluation

Use asynchronous framework with GPT functions to 
generate automated user responses

5 500 turn conversations collected for each variable: 1 
or 2 professors, 10 or 20 students

Results

1 professor v. 10 students

1 professor v. 20 students

2 professors v. 20 students

Analysis and Key Takeaways

Emora
● Demonstrates robust language understanding and 

task execution 
● STDM limitations are a big caveat   

Simulation
● Relatively strong performance, with in-character 

responses and appropriate dialogue 
● Some difficulty with taking larger prompts, 

including that of dialogue history 
● Occasional hallucinations 
● Variability limitation combined with playing the 

role of multiple users   

 


