Can Pre-trained Vision and Language Model Answer
Visual Information-Seeking Questions?
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1. Goal: Benchmarking Visual World Knowledge in Multimodal LLMs
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2. RAG: Retrieval-augmented models (CLIP + PaLM / Fusion-in Decoder)
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3.GPT-4 (Vision) on InfoSeek

Table 3: Benchmark results on VQA with fine-grained world knowledge. OC refers to Organization
and Company. & refers to that the corresponding model is trained using the training set of OK-VQA.

4. Human Evaluation

Model Avg. | Building Animal Plant Location Food OC Facility vehicle Objects Sport Other
MiniGPT-4 (Vicuna-7b) 10.03 7.33 6.66 5.33 10.0 2467 4.0 7.33 18.67 6.67 140 8.67
MiniGPT-4 (V-4-shot) 5.58 2.67 0.67 4.67 5.33 10,0 4.0 6.0 11.33 4.0 6.0 6.67
BLIP-2 (FlanT5-xxl) 106/ 87 J6r 40 160 140 933 160 %0 @ 90 033 733 @ Which oty is this hotel located in? @ What year was this painting created?
BLIP-2 (Flan-4-shot) 9.44 5.3 2.0 13.33 14.0 8.0 120 10.67  28.67 6.67 1333 6.67
InstructBLIP* (Vicuna-13b) | 8.50 | 3.3 20 13 100 1067 60 el 661 D6l 061 513 PAL: SR v/ .
InstructBLIP* (V-4-shot) 8.75 9.3 2.0 2.0 8.0 15:35 4.0/ 233 16.67 203 = 24061 . 06.6]
InstructBLIP* (FlanT5-xx1) | 8.37 4.0 5.33 2.0 8.67 8.0 8.0 8.0 28.0 5.34 8.67 6.0
InstructBLIP* (Flan-4-shot) | 5.65 1.3 2.0 1.33 2.67 1867  1.33 2.67 15.35 4.67 261 333
llava-v1.5-13b* (0-shot) 10.22 | 11.33 16.67 0.0 24.67 6.0 0.7 10.67 26.0 5.3 0.13 10.0
R llava-v1.5-13b® (4-shot) | 1473 | 1067 40 667 160 2267 160 467 3267 733 2333 18.0
ChatGPT GPT-4V (0-shot) 26.62 | 18.67 10.28 12.60 17.44 | 46.67 |19.33 2933  33.33 17.69| 57.33 [22.53
The image you've uploaded shows a silhouette of what appears to be a baseball stadium with GPT-4V (4-shot) 26.10 20.0 7.47 8.89 23 .49 40.0 120.67 30.0 32.67 13.08| 58.67 123.24 = _ | |
distinct lighting structures and a Coca-Cola sign. This sign is a notable feature of Fenway Park in o
Boston, home of the Boston Red Sox. Fenway Park is one of the most iconic sports venues in the . . . . . . @ What is the brand of this wheel? @ Who is the designer of these shoes?
United States, known for its unique features and historical significance. The Coca-Cola sign has A Com prehenSIVe Eval uatlon Of G PT_4V on KﬂOWledge' I ntenSIVe V|Sua| QueSthn Answerl ng PALI: schmiedmann x PALl: Nicolas Ghesquiere
been a prominent part of the Fenway skyline for many years. I—I et al "y 20235 arXiV 231 1 . 07536 Correct answer: HRE Correct answer: Virgil Abloh
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