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Instruction-Tuning & Self-Alignment

Multi-Task Tuning with Human Annotated Instructions

Answer the question given a relevant context.
Context: ...
Question: Who is the CEO of SpaceX?

Given a sentence, provide a concise summary.
Tom and Jerry went by bicycle to listen to a

and headed back home.

_ cafe on a rainy afternoon and it was cozier ...
I'd rate the experience a 4.5 out of 5."

Cross-Task Generalization

e

Jones finished her presentation on quantum
mechanics, and before ..." can we infer that "Dr.
Smith discussed quantum mechanics"?

Minimal
Human Supervision

Created Instructions
Too General

lecture on campus. While in class, Tom got a call

Analyze the sentiment of this review: "Visited the

Based on the statement "Dr. Smith spoke after Dr.

a lecture with Jerry

Positive

No

Dromedary

1. Generate

The CEO of SpaceX is Elon Musk

Tom headed home after listening to

™~

Instruction: Recommend me a movie for me
to watch during the weekend.
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2. Self-Align

Seed Data
(e.g., 200)

Cross-Task
Generalization

Expensive

Annotation Cost
(esp. expert domains)

Aligning with Self-Generated Instructions

Self-Specialization for Uncovering Domain Expertise

Domain-Specific
Seed Instructions
(e.g., 80)
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Domain-Specific
Knowledge

3. Triggering
Specialization

1. Domain-Specific =
Instruction Generation

Instruction: Generate a list of drugs

which can be used for the treatment of
the given symptom.

Instruction: Given medication
records, predict possible drug-drug
interactions.

Instruction: You are given data of
genetic variations and mutations,
generate a comprehensive report.

Instruction: Provide an answerto the

following question about the patient's
medical history.
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Response Generation

Mbase

(Instruction, Input, Output)
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(a) Self-Specialization Process
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Specialized
LoRA

targeted domain knowledge
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Biomedicine
Expert
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Latent expertise
embedded
within base LLM

Extraction of
interleaved expertise
through prompting
(i.e., instruction &
response generation)

Injection of

into LoRA (AW)

Plug-and-play
for specialization

(b) Abstraction of Process

Generated Data through Self-Specialization

General
(from Self-Instruct)
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“Aligning to handle a broad set of instructions
with only minimal supervision” - Great!

Do these generally aligned LLMs also
generalize well in specialized domains e
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LLaMA-65B

®m Alpaca-65B

" Dromedary-65B

Medical Drugs

Avg. Score (A)

AnatEM BioNLP13CG NCBI PubMedQA
Avg. Score
43.87
Self-Align

a =
Dromedary

46.39 (+2.52)

h 45.10 (+1.23)

Only a slight advantage over the base model,
although they are aligned to handle a broad set of instructions

Results in Biomedical Domain

Base (MPT-30B)

m Self-Specialized (30B)
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LLaMA-65B mAlpaca-65B mDromedary-65B

62.84

I 62.65

54.75

I 5244

- 51.41

43.87
45.10

T s0.85
30.18
I 48.41
" 39.62
I 46.39

11.40
[

Medical Drugs HoC Avg.

Self-specialization significantly improves its base model (up to 18 pointsl),
even surpassing 65B models

m Self-Specialized (7B)

= PMC-LLaMA-7B
(2-step tunings)

60
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3 N i 31168 35122 oL - MedLLaMA-13B
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0
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Self-specialization is on par or more effective than extensive domain pre-training
+ complementary
K. Can we self-align LLMs with an expert domain like biomedicine
with limited supervision?
1. Benchmarking of General-Purpose Aligned Models
s LLNS Highlighting the intrinsic challenge of encoding vast general

.
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(Target: Biomedicine)

Biomedicine Expert
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Plug-and-play

knowledge into a finite set of parameters

2. Exploring a Lightweight Solution, Self-Specialization

Targeted self-alignment to uncover latent expertise within LLMs

with minimal supervision

3. Findings

« Remarkable effectiveness in biomedical and financial domains

 Highly efficient and practical: Tuning with QLoRA on

single A100 (using 5K generated data, ~3 hrs)

+ Self-Specialization data



