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Introduction Introducing the PrivacyPolicyPairs (3P) Dataset

Benchmark Results
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Observations and Limitations

Semantic Overlap Similarity: Given two documents

Methodology

- Commercial LLMs such as GPT-4 and PALM2 generally outperform open source LLMs.

- Mistral-7B-Instruct-v0.2 score best among open source models

- 3P Dataset is Harder than the previously introduced AllSides dataset for the SOS task.

- Sourced from the  OPP-115 Corpus

- 2 Source Documents, 3 Annotations

- 135 High Quality Samples

- Increases amount of SOS data and 
diversifies domains of available data 
(Privacy Policies and News data now 
available).

- Semantic Overlap Summarization (SOS): given 2 narratives 
𝑁1 and 𝑁2, create a summary that captures the overlapping 
information between 𝑁1 and 𝑁2. 

- Applications: 
- Peer Reviewing
- Security and Privacy
- Journalism/News

- Create diverse set of prompts.
- Evaluate and analyze data.

Dataset Creation
- Use existing privacy policy dataset as a base
- Group based on company sector (ex. Food and Drink)
- Further group on previously annotated categories (ex. Data 

Retention)
- Annotate paired data

Benchmarking
- Choose LLMs for evaluation, and target metrics: ROUGE, 

BERTscore,  and Sem-F1

TELeR Level 1 prompts consistently scored heist for each 
metric

Good agreement between Metrics with the exception of 
Sem-F1 (Distl, RoBERTa)

Both Google and Apple 
will collect information 
including IP addresses, 
GPS location, etc.
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