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• Rotorcraft decision support system
• Mining incident and accident reports for

information deficiency landscape
• To data-mine, it is necessary to fine-tune for

semantic similarity [1]
• To fine-tune using contrastive learning,

sentence pairs are required, not in dataset
• Endeavor to generate sentences pairs using

open-source InstMixtral (8x7B SMoE) [2, 3]
requires assessment due to hallucinations

Table 1: Seven prompts utilized to generate sentences

# Prompt

1 Rewrite this  sentence:

2 Rewrite this sentence to be more informal:

3 Rewrite this sentence to be more formal:

4 Reorganize this sentence: 

5 Rewrite this  sentence to be more concise:

6 Rewrite this in another way:

7 Rewrite this sentence using different vocabulary: 

Evaluated generated sentences for 50 samples
from our dataset across 7 prompts totaling 350
sentences.

Quality Assessment Metrics:
1) Stemmed word [4] similarity (BoW & Location

[5])
2) Part of speech [6] similarity (BoW & Location)
3) Readability Scores [7] (Flesch-Kincaid Grade

Level Score and Flesch Readability Ease)
4) Cosine Similarity [8] by embedding sentences

using MPNet [9] (Semantic similarity)
5) Percentage of extra generated text

Table 2: Median scores calculated across prompts (excluding Flesch-Kincaid, Flesh, and Extra %). “Average” 
is the mean of median scores per prompt. “OS” stands for original sentence score in readability metrics.

Metrics Average Prompt 1 Prompt 2 Prompt 3 Prompt 4 Prompt 5 Prompt 6 Prompt 7

Stem Union % 63.05% 71.42% 48.53% 64.17% 91.67% 71.43% 60.77% 33.33%

Stem Lev Dist % 80.67% 78.47% 81.82% 82.09% 73.03% 63.64% 89.17% 96.43%

POS Union % 99.20% 100% 100% 100% 100% 94.38% 100% 100%

POS Lev Dist % 57.02% 72.25% 50% 50% 64.06% 50% 62.83% 50%

Flesch-Kincaid OS:12.14 13.61 7.93 16.3 13.01 10.57 13.61 14.65

Flesch OS:45.2 38.08 71.4 25.34 40.87 49.75 39.37 29.14

Cosine Sim 0.836 0.869 0.782 0.823 0.907 0.833 0.859 0.777

Extra % 12% 8% 28% 18% 8% 14% 2% 6%

The code and dataset utilized in
this work are available on our
open science framework project
repository: https://osf.io/9rtfy/

• Stemmed Union: Average across prompts is ~63%. Prompt 4 has the highest
(91.67%); Prompt 7 has the lowest (33.33%)

• Stemmed Levenshtein Distance: Average across prompts is high (80.67%);
Prompt 5 has the most similarity of word order (63.64%); Prompt 7 the most
(96.43%)

• Part of Speech Union: high across all prompts due to low number of tags
• Part of Speech Levenshtein Distance: ordering is on average 57%
• Flesch-Kincaid Grade Level and Flesch Reading Ease: Prompt 2 had the lowest

grade level score and the highest readability ease
• Cosine Similarity: Embeddings to original sentences produced low similarities

despite perceived semantic closeness observed in manual evaluation
• Extra Sentences/Text: 12% had extraneous results in the prompt, with Prompt 2

having the highest at 28%

Prompt 7 generates the most
different sentences and with
manual evaluations, the
sentences still have similar
semantic meanings.

Extra text generation occurs the
most with Prompt 2.

Cosine Similarity between
original sentence and generated
sentences did not result in
meaningful comparisons for the
two sentences.

Future work: utilize different
semantic similarity metrics and
other generative LLMs.
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