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area

no. of days 4

internet

stars

no. of people

Hi there, I’d like to book a hotel 
room for four nights.
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Okay, and what part of the city 
do you want to stay in?

area

no. of days 4

internet

stars

no. of people

Hi there, I’d like to book a hotel 
room for four nights.
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Okay, and what part of the city 
do you want to stay in?

The east side. Oh, and I’ll need 
to have internet access.

area east

no. of days 4

internet yes

stars

no. of people

Hi there, I’d like to book a hotel 
room for four nights.



Dialogue State Tracking (DST)

6

Train Taxi Restaurant Attraction

training application

Hotel



Dialogue State Tracking (DST)
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Train Taxi Restaurant Attraction

training application

area: The region of the city…

internet: Whether the hotel…

Okay, and what part of the city 
do you want to stay in?

The east side. Oh, and I’ll need 
to have internet access.

stars: The hotel’s rating in…

Hotel

area east

internet yes

stars

dialogue context slot schema state

DST



Dialogue State Generation
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Train Taxi Restaurant Attraction

training application

area: The region of the city…

internet: Whether the hotel…

Okay, and what part of the city 
do you want to stay in?

The east side. Oh, and I’ll need 
to have internet access.

stars: The hotel’s rating in…

Hotel

area east

internet yes

stars

dialogue context slot schema state

DSG



GPTPipe: DSG with LLMs
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The test counts for twenty percent. 
What else do you have to do?

I have to finish the programming 
project by Monday.

Dialogue Context



GPTPipe: DSG with LLMs
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The test counts for twenty percent. 
What else do you have to do?

I have to finish the programming 
project by Monday.

Q: How much is the test worth?
A: The test is 20% of the grade.

Q: What other schoolwork do you have?
A: [Unknown]

Q: What other schoolwork do you have?
A: A programming project.

Q: When is the schoolwork due?
A: It’s due by Monday.

Dialogue Context Question-Answer Pairs



GPTPipe: DSG with LLMs
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test worth

schoolwork type ?

20%The test counts for twenty percent. 
What else do you have to do?

I have to finish the programming 
project by Monday.

Q: How much is the test worth?
A: The test is 20% of the grade.

Q: What other schoolwork do you have?
A: [Unknown]

Q: What other schoolwork do you have?
A: A programming project.

Q: When is the schoolwork due?
A: It’s due by Monday.

due by

schoolwork type project

Monday

Dialogue Context Question-Answer Pairs Slot-Value Pairs



End-to-End Model
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The test is worth twenty percent What 
else do you have to do?

I have to finish the programming 
project by Monday.

due by Mondayschoolwork type project

T5 Encoder T5 Decoder



Limitation: Low Diversity in Training Resources
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Domains Slot Types Dialogues

MultiWOZ
5 31 8,438 

Schema 
Guided 

Dialogues

16 214 16,142
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DSG5K: Domain-Diverse Dialogue Dataset
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A student talks to an academic advisor 
for advice on improving their grades.

Musician talks to manager in order to 
schedule a performance.

Librarian talks to colleague in order to 
recommend a book.

“Please list everyday scenarios…”

Scenarios



DSG5K: Domain-Diverse Dialogue Dataset
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The test is worth twenty percent. 
What else do you have to do?

I have to finish the programming 
project by Monday.

A student talks to an academic advisor 
for advice on improving their grades.

Musician talks to manager in order to 
schedule a performance.

Librarian talks to colleague in order to 
recommend a book.

“Please list everyday scenarios…”

Scenarios Dialogue
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Domains Slot Types Dialogues

MultiWOZ
5 31 8,438 

Schema 
Guided 

Dialogues

16 214 16,142

DSG5K
1,003 173,572* 5,015
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Experiments
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E2E-DSG

DSG5K ⇒ T5-3B

SGD-DSG

SGD ⇒ T5-3B

GPTPipe

DSG5K

SGD

Correctness

Completeness

slot-value ⇒

state update ⇒

models test data metrics

Raffel, Colin, Noam Shazeer, Adam Roberts, Katherine Lee, Sharan Narang, Michael Matena, Yanqi Zhou, Wei Li, and Peter J. Liu. 2020. “Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer.” The Journal of Machine Learning Research 21 (1): 
140:5485-140:5551.



Results - Correctness
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Results - Completeness
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A student talks to an academic advisor 
for advice on improving their grades.

20

deadline

type paper

Friday

What are you working on?

I have a paper due Friday.

due date

assignment homework

Friday

Do you have homework?

My paper is due Friday.

Limitation: Schema Inconsistency



Conclusion

- Domain-general inference of dialogue state

- Limitation: schema consistency 

- Future work: resolve schema consistency

- Use DSG for generating diverse DST training data
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