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Research Questions

Do existing Sentence 
Encoders really 
understand the 

basic semantic in 
the given text?

How robust and 
reliable they are?



Given a new Task at hand, which model to 
start with

Unsure.

To evaluate, we setup an unsupervised 
fashioned evaluation criteria 



Proposed Criteria

■ Five basic semantic criteria*, 
– Paraphrasing
– Synonym Replacement
– Paraphrase vs Sentence Jumbling
– Paraphrase vs Antonym Replacement
– Paraphrase without Negation

* This list is not an exhaustive list. 



Criterion-1: Paraphrasing
■ Expectation : 
“A good sentence encoder should generate similar embeddings for 

two sentences which are paraphrases of each other”  

■ Examples: 

 Original sentence                  S : I like to read books.
 
 Paraphrase sentence            S’P  : I enjoy reading literature.
    



Criterion 2: Synonym Replacement
■ Expectation: 

“If we replace n words (where n is small) from sentence S with 
their respective synonyms to create another sentence S P′ , a good 

sentence encoder will yield similar embeddings for S and S P′  .

■ Examples: 
 Original sentence               S : I like to read books.
 
 Synonym Replaced sentence        S’P  : I enjoy to read books.



Criterion 3: Paraphrase vs Sentence Jumbling
■ Expectation: 

Given a sentence S, its paraphrase SP′ and a jumbled sentence SJ′ , SP′ should be 
semantically more similar to S compared to SJ′ by some clear margin, i.e, 

Sim(S, SP′ ) − Sim(S, SJ′ ) > ϵ2, 

where ϵ2 denotes the expected minimum margin.

■ Examples: 

 Original sentence                S : I like to read books.

 

 Paraphrase sentence        S’J  : I read to like books.



Criteria 4: Paraphrase vs Antonym Replacement
■ Expectation:

 Given a sentence S, its paraphrase S P′  and an antonym-replaced sentence S A′ , 
created by replacing exactly one word (verb or adjective) with its antonym, S P′ 

should be semantically more similar to S than S A′  to S by some clear margin, i.e., 

Sim(S, S P′) − Sim(S, S A′ ) > ϵ1,

where ϵ1 denotes the expected minimum margin

■ Examples: 

 Original sentence              S : I like to read books.

 

 Paraphrase sentence       S’A  : I hate to read books.



Criteria 5: Paraphrase without Negation
■ Expectation:

 A "good" sentence encoder will recognize the semantic equivalence despite 
negation being present in S but not in S ′ , and thus produce high similarity 

scores

■ Examples: 

 Original sentence                S : I like to read books.

 

 Paraphrase sentence       S’A  : I don’t like to read books.



Motivation for Negation based Criteria 

■ Dataset not having enough Negation sentences, 
– For instance [1],
Datasets # of sentences % of Negation sentence

QQP 1,590,482 8.1

STS-b 17,256 7.1

SST-2 70,042 16.0

[1] Md Mosharaf Hossain, Dhivya Chinnappa, and Eduardo Blanco. 2022. An Analysis of Negation in Natural Language Understanding Corpora. In Proceedings of the 60th 
Annual Meeting of the Association for Computational Linguistics (Volume 2: Short Papers), pages 716–723, Dublin, Ireland. Association for Computational Linguistics



Models Evaluated

■ Classical Model
– USE
– Sentence-Bert
– LASER
– InferSent
– Doc2Vec

■ Large Language Models
– GPT3-ada-text embedding
– LlaMa2
– Bloom
– GPTNeo



Example of Curated data



Dataset Curation

■ Paraphrasing 
– No change in QQP, MRPC and, PAWS dataset

■ For,
– Synonym Replacement
– Antonym Replacement
– Sentence Jumbling 

■ Paraphrasing without Negation
– AFIN dataset

Sentence S was used as the original 
sentence to generate perturbed S' 
sentences from QQP*, PAWS*, and 
MRPC*, forming (S1, S’) pairs.



Results
■ Criterion 1: Paraphrasing

– Expectation : “A good sentence encoder should generate similar 
embeddings for two sentences which are paraphrases of each other”  



■ Criterion 2: Synonym Replacement
– Expectation: “If we replace n words (where n is small) from sentence S with 

their respective synonyms to create another sentence S P′ , a good sentence 
encoder will yield similar embeddings for S and S P′  .



■ Criterion 2: Synonym Replacement (Conti..)
–  When n > 1



■ Criterion 3: Paraphrase vs Antonym Replacement:
– Expectation: Given a sentence S, its paraphrase S P′  and an antonym-replaced sentence 

S A′ , created by replacing exactly one word (verb or adjective) with its antonym, S P′ should 
be semantically more similar to S than S A′  to S by some clear margin, i.e., 
                                        Sim(S, S P′) − Sim(S, S A′ ) > ϵ1, 

                              where ϵ1 denotes the expected minimum margin



■ Criterion 4: Paraphrase without Negation

– Expectation: A "good" sentence encoder will recognize the 
semantic equivalence despite negation being present in S but not 
in S ′ , and thus produce high similarity scores



■ Criterion 5: Paraphrase vs Sentence Jumbling
– Expectation: Given a sentence S, its paraphrase SP′ and a jumbled sentence SJ′ , SP′ should 

be semantically more similar to S compared to SJ′ by some clear margin, i.e, Sim(S, SP′ ) − 
Sim(S, SJ′ ) > ϵ2, where ϵ2 denotes the expected minimum margin



■ Criterion 5: Paraphrase vs Sentence Jumbling (Conti..)
– When n > 1



Conclusion

Criteria demonstrated 
the struggle of LLMs on 
basic foundational 
language properties. 

1
We need more robust 
benchmark datasets 
which also include 
granule semantic 
understanding, 
negation focused data. 

2
Similarity metric like 
cosine similarity might 
be inadequate to 
capture granule 
semantic in high 
dimensional vector 
space. 

3



Thank You!!!

Any Questions



Evaluation on SentEval Benchmark

- MR : Movie Reviews (pos/neg)
- CR : Product Reviews
- SUBJ : Subjective Movie Reviews
- MPQA : Opinion Polarity

- SSTb : Stanford Sentiment 
Treebank

- TREC : Question-type classification
- MRPC: Paraphrasing dataset



Model Comparison
Classical Models Emergent Models

SBert USE LASER InferSent Doc2Vec Bloom LlaMa-2 GPT3.5 GPTNeo

Developed
By

Sent-
Transform
er

Google Facebook FAIR Google + 
Stanford

BigScience Facebook OpenAI EleutherAI

Embedding
Dimension

768 512 1024 4096 100-300 2048 4096 1536 2048

Parameter ~110M ~110
M

~93M ~24M Variable ~560M,
~1B,
~7B,
~176B

~7B, 
13B, 70B

~175B ~1.3B,
~2.8B

Size in GB ~0.4 ~0.4 ~0.4 ~0.8 Variable Variable
(in 100s)

Variable
(in 100s)

Variable Variable
(in 100s)

GPU Req. ✗ ✗ ✗ ✗ ✗ ✓ ✓ ✗ ✓

Open-
source

✓ ✓ ✓ ✓ ✓ ✓ ✓* ✗ ✓



■ Criterion 2: Synonym Replacement
– Expectation: “If we replace n words (where n is small) from sentence S with 

their respective synonyms to create another sentence S P′ , a good sentence 
encoder will yield similar embeddings for S and S P′  .




