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Abstract

Integrating single-cell multi-omics data at a
large scale is crucial for understanding cellu-
lar features and diagnosing complex medical
conditions. This research aims to develop large-
scale pre-trained transformer models that can
effectively utilize single-cell multi-omics data.
This work is expected to provide foundational
models that can benefit various applications,
including biomarker discovery and disease pro-
gression prediction.

1 Introduction

Integrating single-cell multi-omics data at a large
scale is crucial for understanding cellular features
and diagnosing complex medical conditions, like
cancers, which exhibit tissue-level or cell-specific
heterogeneity. Despite recent advancements in
single-cell sequencing technologies, operationaliz-
ing large-scale multi-omics databases to reveal cel-
lular features remains challenging. AI, especially
large language models like ChatGPT, has shown
promise in modeling various data types at scale
(Theodoris et al., 2023; Yang et al., 2022). There’s
a growing interest in leveraging transformer archi-
tectures for understanding biological sequencing
data from publicly available single-cell sequencing
databases. However, fully realizing this potential
faces challenges such as effective integration meth-
ods, lack of paired data for certain omics, and insuf-
ficient consideration for additional knowledge like
gene regulatory networks. This research aims to
develop large-scale pre-trained transformer models
that can effectively utilize single-cell multi-omics
data. The focus will be on incorporating gene reg-
ulatory networks into the pre-training process to
enhance the model’s understanding of multi-omics
landscapes. This work is expected to provide foun-
dational models that can benefit various applica-
tions, including biomarker discovery and disease
progression prediction.

2 Method

2.1 Task 1

The objective is to develop a system that learns to
integrate various omics data types using a shared
encoder, enabling unified analysis without need-
ing all data types to be present or paired. We’ve
amassed a large collection of single-cell multi-
omics datasets with unique characteristics, includ-
ing paired datasets from 10x Genomics and un-
paired datasets such as SHARE-seq, SNARE-seq,
and Nephron. These include massive single-omic
and multi-omic resources, like the 10.3 million
sample CELLxGENE and extensive ATAC-seq and
gene expression datasets. Additionally, we have
disease-specific datasets like COVID-19-affected
human lung samples and Human Kidney Cancer,
which are vital for understanding cellular differ-
ences in health and disease, and for developing
multi-omics analysis models. Our multi-omics data
processing approach utilizes a shared backbone in-
spired by multimodal learning, which doesn’t rely
on paired data. The cell-gene matrix for different
omics types is processed using a unified tokenizer
that maps data to a common token space, facili-
tating analysis with a shared token encoder. This
shared encoder, part of a large language model,
is trained across modalities to extract semantic
features for each cell, enabling multi-omic under-
standing without paired training data. During pre-
training, self-training objectives generate labels,
and task-specific heads are applied post-training
for various biomedical applications.

2.2 Task 2

Gene regulatory networks offer valuable insights
into context-specific gene regulation. We propose a
novel approach that integrates these networks into
the pre-training of transformer models for single-
cell multi-omics analysis. Our method involves a
joint self-supervised training strategy, aiming to en-



Figure 1: Overview of Our Co-Training Network.

Figure 2: Overview of Our Full Model.

hance the model’s understanding of gene character-
istics and interactions. Our co-training framework
combines single-cell multi-omics data with gene
regulatory networks using a multi-omics large lan-
guage model and Graph Neural Networks (GNNs).
This approach unifies masked language modeling
and link prediction in the networks, providing a
comprehensive understanding of gene interactions
beyond simple co-expression relationships. By in-
tegrating biological network knowledge into the
pre-training process, our approach enhances the
identification of functionally related genes based
on shared regulatory mechanisms. This work has
the potential to significantly improve our under-
standing of cellular processes and disease mecha-
nisms.

2.3 Task 3

This task enhances single-cell multi-omics data
integration by using cross-modal translation and
contrastive learning, techniques designed to utilize
unpaired data. The goal is to boost the model’s
capacity to interpret and relate information across
various omics modalities for a deeper biological
insight. Our approach is focused on aligning un-
paired multi-omics data using cross-modal transla-
tion, building on previous successful methods like
BABEL and scCross that translate between RNA-
seq and ATAC-seq data. Our approach expands
on this by including a wider variety of omics data
and employing a bidirectional transformer for pair-
wise alignment, aiming to minimize the distance be-

tween original and translated data across different
omics types, thus enhancing alignment accuracy.
The other method includes enhancing the repre-
sentation learning of a multi-omics large language
model using contrastive learning and aligned multi-
omics data. By encoding each omics modality with
a specific self-attention transformer encoder and
optimizing embeddings through contrastive learn-
ing with the InfoNCE loss, the goal is to minimize
the distance between paired omics, while maximiz-
ing it for unpaired ones. This approach aims to
improve the model’s accuracy in classifying and
aligning multi-omics datasets, leveraging both the
diversity and the specificities of the data.

3 Conclusion

In this paper, we described the development of
large-scale pre-trained transformer models that
can effectively utilize single-cell multi-omics data.
This work is expected to provide foundational mod-
els that can benefit various applications, including
biomarker discovery and disease progression pre-
diction.
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