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Abstract

An emerging area of research in situated con-
versational AI is the creation of a Virtual Re-
search Assistant (VRA). The VRA is a con-
versational agent that supports and amplifies
human research. Among other challenges, the
VRA must be capable of contextual dialogue
grounded in scientific papers. An important
element of conversational scientific papers is
interpreting document-grounded figures to sup-
port an open dialogue question-answering in-
teraction with the human researcher. This
work introduces CONVERSATIONAL FIGURES
(cFIGS), a dataset of multi-turn conversational
question-answer pairs grounded in figures and
their associated references from scientific doc-
uments available on arXiv.

1 Introduction

The development of conversational assistants ca-
pable of situated dialogue over structured knowl-
edge sources remains an open problem (Sundar
and Heck, 2022). An emerging area of research
within this domain is conversational interactions
over scientific documents with a Virtual Research
Assistant (VRA). Given the rapid growth in the
availability of scientific literature, developing a
VRA and associated language models capable of
understanding scientific documents is an important
problem in Natural Language Processing (NLP).
Scientific documents present an interesting chal-
lenge since the content is frequently multimodal.
Besides textual paragraphs, researchers rely on var-
ious modalities to describe research methods. Im-
ages convey information about model architectures
and pipelines, tables and graphical plots summa-
rize experimental results for easy comparison, and
equations describe mathematical formulations.

This paper focuses on the development of a
dataset of conversations grounded in scientific fig-
ures and associated textual paragraphs. We in-
troduce CONVERSATIONAL FIGURES (cFIGS), a

multimodal, multi-turn, conversational question-
answering dataset grounded in content from both
scientific figures and text. cFIGS is collected
by building conversations from existing scientific
datasets (Hsu et al., 2021).

2 Related Work

Early datasets on visual question-answering in-
clude VQA (Agrawal et al., 2016), Visual7W (Zhu
et al., 2016), VisDial (Das et al., 2017), and MANY-
MODALQA (Hannan et al., 2020). More recent
datasets addressing the problem of open-domain
conversations include IGC (Mostafazadeh et al.,
2017), MOD (Fei et al., 2021), and Image-Chat
(Shuster et al., 2020). However, the images in
these datasets are collected from MS-COCO (Lin
et al., 2014) or YFCC100M (Thomee et al., 2016),
where visual content targets commonly seen ev-
eryday objects as opposed to scientific documents
where images target specific information relevant
to the explanation of a concept.

Recent work has addressed some of the chal-
lenges associated with multimodal image+text
tasks situated in scientific documents. Tan et al.
(2022) present a dataset of charts from scientific
papers and associated natural language captions
summarizing the information present in the chart.
Gong et al. (2021) develop a method to link la-
bels with relevant images in patents. Clark and
Divvala (2015) introduce a dataset of 150 com-
puter science papers, ground truth labels for the
locations of figures, tables, and captions, and an
approach to automatically extract this information
from PDFs. SCICAP (Hsu et al., 2021) is a much
larger dataset of 400,000 figures, their captions,
and associated textual references from various sci-
entific papers. The dataset is collected by scraping
scientific preprints from arXiv 1. For each figure,
they provide the associated caption and all para-

1https://arxiv.org/
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Figure 1: Description of the dataset collection process used in CONVERSATIONAL FIGURES. We prompt GPT-4 to
generate conversational turns using figures, their captions, and document references.

graphs that mention the figure.
While these datasets address tasks related to mul-

timodal content in scientific documents, they are
not conversational in nature. In contrast, cFIGS
addresses the shortcomings of prior datasets as
a multimodal, multi-turn, conversational dataset
grounded in scientific documents. The questions
and answers address specific contextual visual in-
formation grounded in scientific documents.

3 Dataset Creation

3.1 Figure Extraction
We obtain scientific figures by leveraging the ex-
panded SCICAP dataset (Hsu et al., 2021) 2. The
dataset consists of approximately 400,000 scientific
figures from preprints on arXiv with their accom-
panying captions, and all paragraphs referring to
the image in the document.

3.2 Dataset Creation
For each figure, we prompt GPT-4 (OpenAI et al.,
2023) with an instruction as well as the caption and
any paragraphs referencing the figure. The prompt
instructs the model to generate three-turn conver-
sational question-answer pairs while utilizing the
provided contextual information included for each
figure. Our instruction is:

2https://huggingface.co/datasets/CrowdAILab/
scicap

I will provide you with the figure, the figure’s cap-
tion, and the figure’s reference paragraph. Using
the provided elements, generate 3 conversational
turns in the form of alternating questions and an-
swers. Return the questions in JSON format like
so: “dialogue”: {“q1": “question 1”, “a1": “an-
swer 1”, “q2": “question 2”, “a2": “answer 2”,

“q3": “question 3”, “a3": “answer 3”}
The process of utilizing the prompt as well as the

figure and textual context to generate the conversa-
tional turns in CFIGS is described in Figure 1 for
a specific data sample from SCICAP. It is evident
from the figure that the questions target both the
visual content in the image (“How does the expla-
nation help?") as well as the textual content (“What
does ‘multimodal’ mean in this context?").

4 Next Steps

This paper outlines current work on collecting the
CONVERSATIONAL FIGURES(cFIGS) dataset. The
first step is to expand the existing pipeline to com-
plete the collection of the entire dataset. Following
the collection of the entire dataset, we will present
a baseline approach using large vision+language
models to address the problem of generating an-
swers to the collected questions. Both the dataset
and baseline will be released publicly to encourage
further research on the task.

https://huggingface.co/datasets/CrowdAILab/scicap
https://huggingface.co/datasets/CrowdAILab/scicap
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