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Abstract

We collect 411 clinician-administered diagnos-
tic interviews and develop a novel approach
to obtain high-quality data. Furthermore, we
build a framework for automating PTSD di-
agnostic assessments, leveraging two state-of-
the-art LLMs, GPT4 and Llama2, which can
be expanded to broader mental health con-
ditions. Our results show promising poten-
tials of LLMs to assist clinicians in diagnostic
decision-making and validation. To the best of
our knowledge, this is the first computational
model that fully automates PTSD assessment
on structured clinical interviews.

1 Introduction

Mental health has become a crucial aspect of over-
all health and well-being. However, a significant
treatment gap has been exacerbated by the critical
shortage of mental health workforce — averaging
13 for per 100,000 people (World Health Orga-
nization, 2021). This scarcity hampers access to
diagnostics and subsequent interventions.

The development of Large Language Models
(LLMs) has provided innovative solutions to the
mental health care challenges (Hua et al., 2024),
including condition detection (Zhang et al., 2022),
support and counselling (Ma et al., 2023), and clin-
ical decision-making (Fu et al., 2023). However,
there are notable limitations in the current research
scope. Research primarily targets prevalent condi-
tions such as stress (Lamichhane, 2023) and depres-
sion (Qin et al., 2023), with scant attention to less
common disorders like Post-traumatic Stress Dis-
order (PTSD). Additionally, most studies leverage
data from social media (Yang et al., 2023), Elec-
tronic Health Records (EHRs) (Irving et al., 2021),
and clinical notes (Kshatriya et al., 2021). Though
few works utilize computer-patient interview on
self-administered questionnaires (Galatzer-Levy
et al., 2023), there is a lack of work on automatic

diagnosis using systematic clinician-administered
diagnostic interviews.

In this work, we apply the state-of-the-art LLMs,
GPT4 (OpenAI, 2023) and Llama2 (Touvron et al.,
2023), to automate PTSD assessments in real-world
clinician-administrated interviews. We introduce
a novel approach to process diagnostic interview
data (see Section 2), and build a versatile frame-
work for benchmarking automatic PTSD diagnosis
(see Section 3). This approach, potentially adapt-
able to broader mental health conditions, illustrates
LLMs’ capacity to expedite diagnostics, promising
reduced clinician workload and minimal supervi-
sion requirements, thereby enhancing the efficiency
of the diagnostic process.

2 Dataset

PTSD Interview Dataset This study utilizes data
from 411 clinician-administrated diagnostic inter-
views conducted with 336 participants from a larger
study on risk resiliency to the PTSD development
in a population seeking medical care (Gluck et al.,
2021). We focus on 4 out of 10 sections which
are applied to the majority of participants. These
include the internally designed Life Base Interview
(LBI) and Treatment History & Health (THH), for
accessing psychiatric history, treatment, and sui-
cidality, alongside the Criterion A (CRA) and the
Clinician-Administered PTSD Scale for DSM-5
(CAP), which adhere to standard PTSD criteria in
Diagnostic and Statistical Manual of Mental Dis-
orders (DSM-5; Weathers et al. (2018)). Every
section comprises a set of questions, linked to vari-
ables that store pertinent values derived from the
corresponding answers. Appendix A gives descrip-
tions for all sections.

Data Processing Every video is converted into
an MP3 audio file and transcribed by two auto-



Type Count
Acc RMSE Bias Recall

ChatGPT Llama2 ChatGPT Llama2 ChatGPT Llama2 ChatGPT Llama2

Scale 9,722 59.2 46.7 1.09 1.25 48.0 75.7 - -

Scale_group 9,722 67.6 59.0 0.85 1.01 48.5 75.6 - -

Category 4,258 77.2 63.6 - - - - - -

Calculation 3,482 64.4 56.5 - - 33.0 49.8 - -

Notes 1,146 - - - - - - 48.1 52.7

Rule_based 2,828 56.3 42.1 0.96 1.20 41.3 74.3 - -

Table 1: Accuracy, Root Mean Square Error (RMSE), positive Bias Evaluation, and Recall achieved by both models
for each variable type. Note that the results of Rule_based results derive from related Scale and Calculation
variables. Scale_group is evaluated on grouped scales by clinical thresholds for the CAP section.

matic speech recognizers, Azure Speech-to-Text1,
and OpenAI Whisper (Radford et al., 2023) whose
results are aligned by align4d2 to produce a high-
quality transcript. The transcript is segmented into
multiple sections based on the relevant variables,
and each variable is paired with its assessment re-
sult collected by the interview data manager RED-
CAP3. See Appendix B for detailed data statistics.

3 Experiments

We utilize 2 popular state-of-art large language
models: Meta’s Llama-2-70b-chat-hf, the largest
Llama2 model, and OpenAI’s gpt-4-1106-preview
(ChatGPT), the latest GPT-4 Turbo model, for eval-
uating interview data.

Prompt Engineering To streamline the prompt-
ing generation process, we develop templates based
on variable types for universal application. Each
template includes one or more adaptable patterns,
specifically crafted based on the instructions of the
interview question set (See Appendix C). We also
investigate zero-shot and few-shot settings on Chat-
GPT and Llama2 models, assessing performance
across variable types. ChatGPT performs better in
few-shot settings, whereas Llama2 excels in zero-
shot scenarios. Consequently, we employ few-shot
prompting for ChatGPT and zero-shot prompting
for Llama2.

Parameters For ChatGPT, we set the
temperature to 0 for deterministic outputs and
use exclusive parameters like response_format
as "json_object" and seed for consistent responses.
Llama2 experiments with temperature at 0.3,

1https://azure.microsoft.com/en-us/products/
ai-services/speech-to-text

2https://github.com/emorynlp/align4d
3https://www.project-redcap.org

top_p at 0.9, and repetition_penalty at 1 show
improved performance.

Metrics We evaluate model performance using
tailored metrics for different variable types. Ac-
curacy measures effectiveness across most vari-
ables, where Recall assesses information coverage
for Notes variables. For Scale variables, Root
Mean Square Error (RMSE) quantifies prediction
errors, and Bias Evaluation identifies directional
prediction biases, offering a comprehensive view
of model accuracy and reliability.

4 Results

Table 1 shows that ChatGPT outperforms Llama2
by an average of 10% across most metrics, except
for Note variables where Llama2 yields higher re-
call. Specifically, ChatGPT achieves higher accu-
racy and lower RMSE in Scale variables, indicat-
ing closer alignment with gold data but tends to
predict more conservatively. In contrast, Llama2
exhibits a tendency to overestimate, reflected in
its higher positive bias. ChatGPT also leads in
the accuracy of Category and Calculation vari-
ables. Rule variables maintain the similar trend in
all metrics to Scale variables, as their outcomes
are calculated based on the predictions of Scale
and Calculation variables.

5 Conclusion

In this work, we introduce a novel pipeline for struc-
tured clinician-administered interview data, and
establish the framework for automating PTSD di-
agnostics. This is the first study have evaluated the
effectiveness of LLMs in PTSD psychiatric screen-
ing, offering new possibilities in mental health di-
agnostics.

https://azure.microsoft.com/en-us/products/ai-services/speech-to-text
https://azure.microsoft.com/en-us/products/ai-services/speech-to-text
https://github.com/emorynlp/align4d
https://www.project-redcap.org
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Section Questions Variables Example Question Example Variable

LBI 31 15 What has been your primary source of income over the past
month? lbi_a1

THH 39 20 In the past, have you been treated for any emotional or
mental health problems with therapy or hospitalization? thh_tx_yesno

CRA 17 20 What would you say is the one that has been most impactful
where you are still noticing it affecting you? critaprobenotes

CAP 241 92 In the past month, have you had any unwanted memories of
the [Event] while you were awake, so not counting dreams?

dsm5capscritb01
trauma1_distress

Table 2: Statistics and examples for each of the four sections employed in this study.

A Section Descriptions

There are 10 different sets of assessment question
sets. Out of these 10 sets, 4 core question sets are
applied to the majority of the participants, while
the remaining 6 are optional and are utilized as
needed. Table 2 shows statistics and examples for
each of the 4 core sections.

LBI It assesses the participant’s functioning over
the past month, addressing topics such as daily life,
work, relationships with friends and family, and
overall life satisfaction.

THH It covers the participant’s treatment/health
history, including past physical and mental condi-
tions as well as treatments received, such as medi-
cation and therapeutic services.

CRA It assesses whether the participant has been
exposed to (threatened) death, serious injury, or
sexual violence, with a focus on potential traumatic
experiences the participant might have endured.

CAP It centers on issues the participant may have
encountered due to traumatic events, including dis-
tress, avoidance of trauma-related stimuli, negative
thoughts and feelings, and trauma-related arousal.

MINI The Mini International Neuropsychiatric
Interview (MINI) is a brief, structured diagnos-
tic interview for diagnosing 17 major psychiatric
disorders (Sheehan et al., 1998). We adopt 6 mod-
ules from MINI to assess conditions such as Major
Depressive Episode, Mania & Hypomania, PTSD
(past incidents), Psychosis Symptoms, Substance
Use Disorder, and Alcohol Use Disorder.

B Data Statistics

We collect a total of 456 diagnostic interview au-
dios, recorded using online conferencing software
such as Zoom and Microsoft Teams. Each inter-
view lasts 1.5 hours on average, involving the par-

Audios Hours Turns Tokens

Original 411 702 233,002 6,035,027

Transcribe 393 651 180,347 5,499,662

Evaluation 322 512 142,824 4,335,977

Table 3: Statistics of interviews and transcripts in the
original data and the final data used for our experiments.

ticipant and 1-2 interviewers. Azure Speech-to-
Text and OpenAI Whisper are employed for Auto-
matic Speech Recognition (ASR). Whisper demon-
strates better performance in handling noisy envi-
ronments and numbers (e.g., dates, times, ages)
than Azure that often misses or inaccurately tran-
scribes them. Despite its superior performance in
ASR, however, Whisper lacks the capability for
speaker diarization, a feature found in the other
tools. Thus, both Azure and Whisper are run on
all converted audios and their results are combined
to obtain the best possible outcomes. While state-
of-the-art, Whisper tends to generate irrelevant or
repetitive sequences when prolonged silences oc-
cur, rendering unusable transcripts. To address
this issue, we apply silence removal and noise can-
cellation to these audio files before transcription,
successfully recovering the majority of them. As a
result, a total of 393 interviews are transcribed for
our experiments.

Var Type
Variables

Count
LBI THH CRA CAP Total

Scale 7 1 0 40 48 9,722

Category 4 9 15 3 31 4,258

Calculation 2 0 1 24 27 3,482

Notes 1 10 3 0 14 1,146

Rule-based 1 0 1 25 27 2,828

Table 4: Statistics of paired variables for each section.

We map the segmented section data with vari-



Var Template

S & Cate Imagine you are a professional clinician. Based on the patient’s interview history, please determine {keywords}
that the patient {symptom}. Return the answer as a JSON object with "reason" and "answer" as the keys. The
"reason" should provide a brief justification or explanation for the answer. The "answer" should be in the range
{range}.{attributes}

Cal Imagine you are a professional clinician. Based on the patient’s interview history, please calculate {keywords}
that the patient have {symptom}. Return the answer as a JSON object with "reason" and "answer" as the keys.
The "reason" should provide a brief justification or explanation for the answer. The "answer" should be {type}.

Notes Imagine you are a professional clinician. Based on the formatted data from patient’s interview, please determine
whether or not the formatted data includes this specified information {single_slot}. Return the answer as a
JSON object with "reason" and "answer" as the keys.
The "reason" gives a brief explanation on whether the formatted data includes or omits the information. The
"answer" should be either "yes" or "no", indicating the presence or absence of the information in formatted data.

Table 5: System message templates for Scale variable, Category variable, Calculation variable, and Notes variable.

able score data exported from the REDCap system.
The variables within this system are categorized
into five distinct types, each based on their value
types and requiring different prediction and evalua-
tion methods. Each question set contains multiple
categories of variables, and they should be pre-
dicted and evaluated differently. Table 4 gives the
statistics of the paired data.
Scale Variable is assessed on an ordinal scale

with ratings indicating the intensity, severity or like-
ness. Although the values of Category Variable
are often ordinal numbers, they represent either
binary choices (e.g. yes or no) or distinct class
labels. Calculation Variable includes all vari-
ables that ask about duration, frequencies, and
ages, which may require mathematical calculations.
Notes Variable is summarized text that is man-
ually documented by clinicians during the inter-
view. Derived from other variables, Rule-based
Variable is calculated on predefined rules.

C Prompt Templates

As shown in Table 5, each template includes one
or more patterns that are dynamically replaced
with specific patterns to generate the final prompts.
These patterns are hand-crafted according to in-
terview question set instructions. For instance, in
Scale Variable template, the "keywords" patterns
like "how severe" and the "symptom" pattern such
as "have unwanted dreams in the past month" can
be adapted. Once we replace the "keywords" to
"which of the following categories best describes"
and "symptom" to "usual employment status", the
prompt is applicable for Category Variable. To bet-
ter instruct the model, we incorporate details such
as answer "range" for Scale and Category Variable
and value "type" for Calculation Variable to restrict

the answer returned by the model. We also provide
additional brief explanation to each level in the
range of Scale Variable. The "attribute" pattern is
exclusive for Scale Variable, directing the model to
return a particular score under certain conditions.

Different from other variables, Notes Variable
are evaluated against the gold summarized text data.
The prediction encompasses multiple tasks, includ-
ing information categorization, information extrac-
tion and multiple times of binary classification.
Since such a complicated task might degrade the
performance, we decide to break down the process,
inspired by the Chain-of-Thought (CoT) Prompt-
ing technique (Wei et al., 2023). We first ask the
model to generate a list of slots for each Notes Vari-
able with a batch of gold summary data as the user
input. Although these slots may vary in naming,
they largely overlap. Hence, we pass all slots to
the model and merge them into groups. The final
grouped slots we adopt cover over 95% of slots
of the initial generation for each variable, which
balances the brevity of the list with comprehen-
sive coverage. With these predefined slots, we
format both gold summarized text and the corre-
sponding interview history into the same structure.
This structure allows the model to verify the pres-
ence of each slot in the interview data against the
gold formatted data.
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