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Abstract

With the increasing prevalence of virtual en-
vironments and their significance in human-
agent interactions, there’s an emergent need
for pseudo real-time virtual gesture systems
capable of authentically replicating human ges-
tures. This paper delves into the development
of a state-of-the-art system that converts text
prompts into realistic virtual gestures. Our ob-
jective is to enhance the representation of hu-
man agents in virtual spaces. We build upon
existing model implementations by integrating
a novel Transformer (6) based approach to op-
timize the input of our own proprietary allo-
centric dataset comprising diverse and intricate
human gestures. Our approach involves a better
and more efficient pipeline to translate textual
input into physically plausible and contextu-
ally accurate gestures. The resulting system
not only replicates gestures but also captures
the nuances of human motion, contributing to
more lifelike and engaging interactions in vir-
tual environments.

1 Introduction

Virtual environments have paved the way for hu-
mans to converse with digital agents through the
online medium in a manner that is more fluid and
dynamic (3). With a growing emphasis on this con-
text, we see that human-agent interactions through
gestures are becoming a pivotal area of improve-
ment. Gestures are incredibly challenging to repli-
cate, but essential in conversations between humans
and human-agents. They carry meaning and com-
municate emotions that are hard to grasp through
speech alone. To address this gap, we propose
an improved system designed to transform text
prompts into realistic virtual gestures, thereby en-
riching the representation of human agents within
these digital realms. Building upon the founda-
tional work of Evonne Ng et al (1), which explores
the potential of language models in understanding
and interpreting human communication, our study

ventures further into the realm of human-agent
interaction. We propose an advanced approach
that leverages the capabilities of Transformer-based
models to processing the sequential data of our pro-
prietary dataset, which is primarily based on a com-
prehensive video-graphic collection of allocentric
POVs of human conversation. This data embodies
a wide array of expressions and actions that are
central to human communication (14), as well as
extensions making this model encapsulate gestures
for full-body representation (16). The model uses
text as an input and focuses on capturing the at-
tention in terms of emotion and time to map the
proper text-to-gesture output (17). The integra-
tion of our improvements to the Transformer-based
model in conjunction with our curated dataset, en-
ables our system to capture the subtleties of human
motion, thereby allowing enhanced communication
between humans and digital agents (24). Through
these developments, we contribute to the progres-
sion of virtual interactions, making them more life-
like and immersive, to work towards a future where
digital agents can communicate with humans in a
manner that is both authentic and deeply engaging.

2 Model Adjustments and Improvements

To enhance the generation of authentic human ges-
tures from textual prompts, we introduce a hybrid
architecture that builds upon the encoder-decoder
framework (6) and incorporates elements of VQ-
VAE (7), optimizing for time-sequenced gesture
fidelity and overall quality.

2.1 Enhanced LM-Listener Model

Our model advances the lm-listener (1) framework,
integrating the contextual strengths of Transform-
ers with the sequential handling prowess of RNNs
(8). This hybrid model is tailored to process full-
body gestures, allowing a deeper understanding
and translation of text prompts into dynamic ges-
ture sequences that are aligned with the speaker’s



intended expression and context.

Gt = fLM (Tt, Ht−1; θ) (1)

In this formula, Gt signifies the gesture output
at time t, Tt is the textual input, Ht−1 is the pre-
ceding hidden state, and θ represents the model’s
parameters.

2.2 Advanced Sequence Mapping
We have developed an advanced sequence-to-
sequence mapping technique that employs a dual-
attention mechanism. This method ensures that the
model’s output gestures are not only temporally
coherent but also contextually synchronized with
the given text (15).

At = αtext(Tt) + αhist(Gt−1)

Here, At represents the attention-weighted output,
with αtext and αhist being the attention functions
for the textual content and gesture history, respec-
tively. This approach improves upon the traditional
lm-listener model by encompassing full-body ges-
ture dynamics.

2.3 Gesture Generation with Generative
Models

A pivotal component of our model is the generative
system G, which crafts the final gesture output (5)
from the integration of the current text input, his-
torical context, and previously generated gestures.
Our full gesture output then becomes:

Gt = G(Whistory, Tt,M1:t−1)+fLM (Tt, Ht−1; θ)

Where Gt is the gesture at time t, Whistory is the
sequence of words spoken before time t, Tt is the
current text token, M1:t−1 is the sequence of past
generated motions with [1].

The generative system is adept at producing com-
plex gesture sequences that are expressive and var-
ied, trained to capture the nuances and emotional
context of spoken language (11). By learning from
a rich dataset, the generator can ensure that the pro-
duced gestures are not just are both accurate and
natural similar to human movement.

3 Dataset and Evaluation

3.1 Dataset Composition and Improvements
Our research is anchored in the development of a
robust allocentric-specific modeling framework, ad-
vancing the work on listener motion generation. We

have substantially enriched our dataset to overcome
the constraints of previous studies and to embed a
wider spectrum of communicative contexts. The
dataset, curated meticulously from various sources
such as talk shows, podcasts, TED talks, and other
public speaking forums, offers a multifaceted ar-
ray of human gestures and expressions (21; 19).
This extensive collection is crucial for training our
model to recognize and replicate the nuanced spec-
trum of human nonverbal communication.

3.2 Dataset Preparation and Annotation

The preparation of our dataset involved a metic-
ulous process of mapping gestures to their cor-
responding textual prompts. Utilizing OpenPose,
an advanced keypoint detection tool, we analyzed
each video frame to construct an N ×M matrix.
This matrix encapsulates the spatial configuration
of keypoints — essentially the coordinates of sig-
nificant body joints and facial landmarks.

To synchronize the gesture data with the spoken
text, we combined the keypoints matrix with the
transcribed speech. The resulting composite data
were then flattened into a sequence format that our
model could effectively process. This procedure
ensures that each gesture is contextually linked to
the corresponding textual prompt, allowing for a
more coherent and meaningful interpretation of
gestures in relation to spoken language.

4 Results

Our comprehensive evaluation demonstrates the ef-
fectiveness of our approach in generating full-body
conversational gestures from text (15). Through
analysis, we have established that our method has
potential to outperform baseline metrics, offering
a promising avenue for enhancing human-agent
interactions in virtual environments.

4.1 Discussion

Initial experiments with our model demonstrate its
ability to accurately generate full-body gestures
from text that are both realistic and contextually
synchronized with spoken narratives. This advance-
ment suggests a promising direction for enhancing
avatar realism (23) in virtual settings, reducing the
dependence on complex multimodal inputs.

The model’s performance, particularly in reflect-
ing authentic listener responses, indicates its ap-
plicability in creating virtual agents with nuanced
emotional resonance.



5 Limitations

While our model demonstrates promising results,
it is essential to acknowledge its limitations. The
current implementation focuses primarily on al-
locentric data sources, which while diverse, does
not encompass the full range of human gestures
and expressions across different cultures and con-
texts. Future work could expand the dataset to
include more varied sources, potentially enhancing
the model’s versatility and applicability across a
broader spectrum of virtual interaction scenarios.

6 Ethics Statement

The ethical considerations of our research are
twofold. Firstly, while our model aims to enhance
virtual interactions, it is imperative to consider the
privacy and consent issues related to using real-life
video data for training purposes. Secondly, the po-
tential for misuse of realistic virtual agents, such
as in creating deepfake content, necessitates the de-
velopment of robust frameworks to ensure ethical
use and application of this technology (10).
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