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Abstract

This paper introduces a novel text-based
Speaker Diarization (SD) method leveraging se-
mantic information through advanced language
models, diverging from traditional audio-based
approaches. Our model, focusing on Sentence-
level Speaker Change Detection (SCD) in two-
speaker conversations, employs single and mul-
tiple prediction mechanisms to improve accu-
racy in identifying speaker turns. The method-
ology is validated on a dataset processed by
Automatic Speech Recognition (ASR), demon-
strating competitive performance against con-
ventional audio-based SD systems, especially
in short conversational contexts.

1 Introduction

Speaker Diarization (SD), the task to determine
speakers for audio segments (Park et al., 2022a),
is essential for parsing conversational audio, es-
pecially when combined with Automatic Speech
Recognition (ASR) to determine "who speaks
what" for conversational AI data preparation.
While traditional SD methods have progressed
from combining segmentation (Bredin and Laurent,
2021) and clustering (Bredin, 2023) to End-to-End
Neural Diarization (EEND) systems (Landini et al.,
2023), effectively integrating semantic features to
enhance SD has been challenging. Previous meth-
ods either underutilized modern language models
(Flemotomos et al., 2020) or only applied them as a
post-processing error corrector (Paturi et al., 2023).
This paper presents a groundbreaking SD approach
that uses text as the primary input, harnessing ad-
vanced language models to seamlessly incorporate
semantic information into the diarization process.

2 Related Work

Existing literature on SD largely focuses on audio-
only methods (Horiguchi et al., 2020), with varying
degrees of integration of semantic features, either
directly within the diarization pipeline (Park et al.,

2023) or indirectly as a means of post-processing
(Wang et al., 2024). Joint ASR+SD efforts (Kanda
et al., 2022) and multimodal approaches (Cheng
et al., 2023) have been explored, but text-based
or semantic-focused SD remains underdeveloped.
Our work aims to fill this gap by presenting a text-
based SD model that harnesses the full potential of
semantic features.

3 Text-based Speaker Diarization

3.1 Task Overiew

This paper tackles the task of text-based SD as
Sentence-level Speaker Change Detection (SCD)
in two-speaker conversations. This approach prior-
itizes sentence-level analysis over word-level for
its richer contextual information, which is more
conducive to accurate speaker identification. Two-
speaker conversations represent a common and
pragmatically significant scenario, making it an
ideal focus for demonstrating the capabilities of
text-based SD.

3.2 Model Design

3.2.1 Single Prediction Model

The single prediction model operates by evaluat-
ing the probability of a speaker change between
sentences, using surrounding utterances as context.
Formally, let S = {s1, s2, ..., sn} as be a sequence
of n sentences in a conversation. The objective is to
predict a binary variable yi for each pair of consecu-
tive sentences (si, si+1), where yi = 1 if a speaker
change occurs between si and si+1, or yi = 0 oth-
erwise. The model utilizes a context window of
certain number of sentences at front and at back of
sentence si+1 as the input. The change prediction
result for S will be a sequence of speaker change
predictions R = {y1, y2, ..., yn−1}, which can be
used to deduce the final speaker information.



3.2.2 Multiple Prediction Model
While straightforward, the single prediction ap-
proach is prone to errors due to its reliance on
a limited contextual window. To enhance ac-
curacy and robustness, we introduced a multi-
ple prediction model that aggregates predictions
over several points within a dialogue. Let W =
{w1, w2, ..., wm} be a sequence of windows, where
each window wj consists of a subsequence of sen-
tences from S, and m is the total number of win-
dows covering the conversation. Each window wj

overlaps with its predecessors and successors, en-
suring comprehensive coverage of the conversa-
tion. The objective is to predict a sequence of bi-
nary variables yi for each window wj , where each
element of yi corresponds to a potential speaker
change within wj . An aggregation mechanism for
all windows W , which can be a majority vote or
a weighted average based on confidence scores, is
applied to form a robust final result that extends
contextual insights and mitigates the impact of iso-
lated prediction errors.

3.3 Training Data Processing

Acknowledging the primary application of text-
based SD on ASR-generated transcripts, the train-
ing data is produced using state-of-the-art ASR
to simulate real-world ASR discrepancies, which
were then aligned with ground-truth annotations to
produce transcripts with speaker information. This
method ensures that the model is fine-tuned for
practical applications, particularly in improving the
fidelity of ASR-generated transcripts for SD tasks.

4 Experiment

4.1 Data

4.1.1 Dataset
This paper uses a curated dataset from seven di-
verse, open-domain sources. The dataset is split
with a ratio of 8:1:1 for train:development:test set
on conversation level. The details of the curated
dataset can be seen at Table 2 in Appendix A.1.

4.1.2 Data Processing
We prepared the training data using state-of-the-
art ASR from OpenAI Whisper (Radford et al.,
2022), enriched punctuation with GPT-4, and em-
ployed spaCy (Honnibal et al., 2020) for sentence
segmentation to closely simulate real-world ASR
conditions.

4.2 Methodology
For both Single Prediction and Multiple Predic-
tion Model, the T5-3B (Raffel et al., 2020) is used
for actual implementation. The T5-11B was also
tested, but its performance did not exceed that of
the T5-3B version.

4.3 Result
The Word Diarization Error Rate (WDER) (Shafey
et al., 2019) is used as the evaluation metric. To
adapt for different lengths of conversations in the
curated dataset, WDER-S and WDER-W are intro-
duced as the weighted averages of WDER accord-
ing to the number of sentences and words in the
conversation. The results in Table 1 indicate that
text-based SD, especially with multiple predictions,
offers a promising alternative to traditional audio-
based methods, excelling in short conversational
contexts.

Model WDER WDER-S WDER-W

pyannote (Bredin, 2023) 0.253 0.157 0.146
x-vector+SC 0.349 0.144 0.118

x-vector+AHC 0.292 0.279 0.278
ECAPA-TDNN+SC 0.374 0.145 0.115

ECAPA-TDNN+AHC 0.286 0.268 0.267
NeMo-TitaNet (Koluguri et al., 2021) 0.220 0.129 0.103

NeMo-MSDD (Park et al., 2022b) 0.207 0.120 0.100
TOLD (Wang et al., 2023) 0.164 0.099 0.069
T5-3B Single Prediction 0.384 0.440 0.444

T5-3B Multiple Prediction 0.103 0.104 0.115

Table 1: Performance comparison with audio-based SD
systems (the lower the better). The x-vector (Snyder
et al., 2018) and ECAPA-TDNN (Desplanques et al.,
2020) are two speech embedding extraction methods.
The SC and AHC in the table refer to spectral cluster-
ing (Wang et al., 2022) and agglomerative hierarchical
clustering (Pedregosa et al., 2011).

5 Conclusion

This paper presents a novel approach to SD by
integrating semantic features into the diarization
process, offering a viable alternative to audio-based
methods. The proposed text-based SD model, em-
ploying sentence-level analysis for speaker change
detection, significantly outperforms traditional sys-
tems in terms of Word Diarization Error Rates
(WDER). This advancement highlights the poten-
tial of semantic information in enhancing diariza-
tion accuracy and opens new avenues for research
in conversational AI, suggesting further exploration
into complex conversational scenarios and model
refinements for broader application.
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A Appendix

A.1 Dataset Details
The sources of the dataset are as follows:

Corpus Hour # of Dialogue

AMI Corpus (Carletta et al., 2005) 100 171
CallFriend (Canavan and Zipperlen, 1996) 20 41
CallHome English (Canavan et al., 1997) 20 176

CHiME-5 (Barker et al., 2018) 50 20
DailyTalk (Lee et al., 2023) 20 2541

ICSI Corpus (Janin et al., 2003) 72 75
SBCSAE (DuBois et al., 2000-2020) 23 60

Table 2: Corpora used for the curated dataset.

This table 2 details the composition of our cu-
rated dataset, indicating the volume (in hours) and
the number of dialogues sourced from each cor-
pus. The selection was made to ensure a wide
range of conversational contexts and settings, from
formal meetings (AMI Corpus, ICSI Corpus) to ca-
sual conversations (CallFriend, CallHome English),
and challenging acoustic environments (CHiME-5),
providing a comprehensive base for training and
evaluating conversational AI systems.
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