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Abstract

Recent large language model (LLM) advances
enable users to interact with LLMs as with an-
other person, by inputting queries and receiv-
ing responses in the form of freeform text. Yet
such prompt-based interactions might fail to
fully leverage LLMs’ internal knowledge. We
demonstrate a case where naive prompt eval-
uations fail to capture human judgments on a
simple plausibility evaluation task, whereas the
traditional scoring method based on extracting
conditional log probability scores matches hu-
man judgments more closely.

1 Introduction

The explosive popularity of large language models
(LLMs) has made it critical to provide reliable as-
sessments of their abilities. Here, we present work
that is part of a broader effort to develop a gen-
eral world knowledge evaluation framework. We
ask three questions: (1) do LLMs and humans pre-
sented with the same prompts perform similarly?
(2) how does prompt-based performance compare
to traditional logprob-based evaluations? (3) do
humans and LLMs yield consistent judgments in
different prompt-based settings?

Prompt-based evaluations offer an easy way to
query the knowledge of an LLM. Yet answering a
prompt correctly requires not only knowing the an-
swer, but also correctly interpreting the prompt and,
in the case of multiple choice prompts, mapping
the answer onto a corresponding choice option. As
a result, prompt-based evaluations might underesti-
mate the knowledge available to an LLM (Hu and
Levy, 2023; Hu et al., 2024).

An alternative approach to evaluating LLMs is
calculating the log probability of a response (either
by itself or given the appropriate context). Relative
log probabilities have been successfully used to
distinguish grammatical and ungrammatical sen-
tences (e.g., Warstadt et al., 2020), plausible and
implausible events (Kauf et al., 2023), and relevant

Contexts:
1. "Aalok likes Ben."
2. "Aalok hates Ben."
Scenario:
"Aalok and Ben are friends."
Enter the number corresponding
to the context that makes more
sense. Your response must be
either "1" or "2".

CHOICE

"Aalok likes Ben. Aalok and Ben
are friends."
Rate the scenario using a num-
ber from 1 to 5, with 1 meaning
"makes no sense", and 5 meaning
"makes perfect sense".

LIKERT

"Aalok likes Ben. Aalok and Ben
are friends."

LOGPROBS

Figure 1: Three different evaluation strategies. Both
models and humans were tested on CHOICE and LIKERT
prompts, with identical instructions. Models were addi-
tionally tested via log probability (LOGPROBS) scoring.

vs. irrelevant object properties (Misra et al., 2023).
Yet raw log probabilities reflect a number of factors
that might not be relevant for the task, including
sentence length, word frequency (Kauf et al., 2023),
and the number of possible paraphrases (Holtzman
et al., 2021). Thus, prompt-based evaluation might
provide a more task-sensitive approach to evaluat-
ing model knowledge.

We evaluate LLM performance on a straightfor-
ward yet carefully designed test of commonsense
social relations knowledge (Figure 1). We com-
pare humans and models on two tasks: relative
sentence plausibility in a forced binary choice task



GPT2_XL MPT_7B MPT_7B-chat MPT_30B MPT_30B-chat

CHOICE 0.53 0.49 0.50 0.49 0.51
LIKERT 0.50 0.50 0.51 0.51 0.64

LOGPROBS 0.72 0.79 0.82 0.82 0.83

Table 1: Accuracy scores for different model and metric combinations, with LOGPROBS consistently outperforming
the rest.

CHOICE-LIKERT consistency

Human 0.96
GPT2_XL 0.54
MPT_7B 0.83
MPT_7B-chat 0.63
MPT_30B 0.71
MPT_7B-chat 0.74

Table 2: Response consistency across two task settings
in humans is close to 1 whereas in all models it is con-
siderably lower.

(CHOICE) and absolute plausibility using a 5-point
Likert scale (LIKERT), which is then used to derive
relative plausibility estimates. For LLMs, we also
calculate the probability scores assigned to target
sentences given either a plausible or an implausible
context sentence.

2 Methods

Benchmark. The social relations commonsense
knowledge set is part of a bigger, cognitively in-
spired benchmark called Elements of World Knowl-
edge (EWoK; Ivanova et al., in prep). Item design
in this benchmark is inspired by the minimal pairs
framework but takes that approach a step further.
An item consists of 2 minimal pair context sen-
tences (e.g., C1: "Aalok and Ben like each other" /
C2: "Aalok and Ben hate each other") and two
target sentences (e.g., T1: "Aalok and Ben are
friends" / T2: "Aalok and Ben are enemies"). The
two target concepts juxtaposed here are friend and
enemy. In any item, p(T1|C1) > p(T1|C2) and
p(T2|C1) < p(T2|C2). Thus, base target prob-
abilities p(T1) and p(T2) cannot serve as plausi-
bility cues: a model has to rely on context to es-
tablish plausibility. We used 175 items, resulting
in 350 CHOICE judgments and 700 LIKERT and
LOGPROBS scores (one per context/target combi-
nation).

Evaluation. In CHOICE, participants (humans
and models) are presented with C1 and C2, fol-

lowed by a single target (T1or T2). They are then
asked to select the context that better matches the
target (i.e., maximizes p(T |C)). In LIKERT, partic-
ipants (humans and models) read C and T pre-
sented together and are asked to rate the plau-
sibility of that sequence on a 1 − 5 scale. In
LOGPROBS, we use tokenwise log probabilities
from the LLM to calculate p(T |C) as a sum of
conditional log probabilities of each word piece:∑n

i=1 log P (ti | C, t<i), where ti are word pieces
composing the target T . See Appendix A for de-
tails on human data collection and Appendix B for
details on prompt-based scoring.

3 Results

Alignment with humans. We compared human
judgments with GPT2_XL (as a basic control) and
4 MPT models: MPT_7B, MPT_7B-chat, MPT_30B,
and MPT_30B-chat. We found that LOGPROBS re-
sulted in above-chance performance for all models,
including the older GPT2_XL, base models MPT_7B
and MPT_30B, and fine-tuned models MPT_7B-chat
and MPT_30B-chat, with model size and fine-
tuning both contributing to small improvements
in performance. Prompt-based performance was
almost always at chance.

Consistency. We also compared human and
model results derived from different prompt-based
tasks—CHOICE and LIKERT—applied to the same
items (Table 2). Human results are highly consis-
tent across the two tasks, with the exact match score
of 0.96, whereas models are less consistent, in line
with the prompt sensitivity issues highlighted in
the literature (e.g., Kung et al., 2023).

Overall, we show that 1) LOGPROBS provide a
better match to human plausibility judgments than
prompts, even when prompts are exactly matched
to human instructions, and 2) different prompt-
based tasks produce consistent results in humans
but not in models, indicating that prompt-based
strategies may be an imperfect way for tapping into
LLMs’ world knowledge.



Limitations

We only present results from a handful of LLMs,
although our exploratory experiments indicate that
the results generalize to other LLM families. We
also only present results from the social relations
commonsense knowledge domain, which are con-
sistent with results from other tasks (Hu and Levy,
2023) but the extent to which they apply to differ-
ent task settings remains to be determined. Finally,
our goal was to test LLMs on the exact same in-
structions as humans, and it is likely that careful
prompt engineering will drastically improve their
performance; that said, it is important to note that
prompt engineering will need to be adjusted every
time for a new task variant and a new model (Sclar
et al., 2023), whereas the LOGPROBS approach
remains the same for all.

Ethics Statement

Careful evaluations of LLM capabilities are essen-
tial for their responsible use in real-life applications.
We do not foresee immediate ethically questionable
applications of this work.
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as English being their primary language of use. We
recruited a total of 30 participants across condi-
tions. Of these, 18 reported identifying as ‘female’,
11 as ‘male’, and 1 preferred not to answer. Par-
ticipants were assigned to either the LIKERT or
the CHOICE condition. A total of 16 participants
provided LIKERT-scale judgments, whereas 14 pro-
vided CHOICE responses to the items.

Each item in LIKERT was split into four sub-
items: (C1, T1), (C1, T2), (C2, T1), (C2, T2). Sim-
ilarly, each CHOICE item was split into two sub-
items: (C{1,2}, T1), (C{1,2}, T2) as described ear-
lier. Most LIKERT sub-items (Cx, Ty) received
at least 4-5 judgments, with all items receiving
at least 3 judgments. The average no. of ratings
per sub-item were 4. Aggregated, a cumulative
16 people rated each item. All CHOICE sub-items
received 7 judgments per (C{1,2}, Ty) pair. Partici-
pants never saw more than one sub-item of the same
item (i.e., participants couldn’t rate both (C1, T1)
and (C1, T2) in the LIKERT study). The median
RT for a sub-item in LIKERT was 9.2s, and that for
CHOICE was 10.4s.

B Appendix: Prompt-based response
scoring

We evaluate prompt-based generation in two ways:
free and constrained. In the free paradigm, we
elicit up to 20 tokens in the completion and look
for the first occurrence of a valid response (a nu-
meral between 1− 2 or 1− 5). In the constrained
paradigm, we only allow completions from a
pre-defined set of tokens, i.e., either “[1-2]” or
“[1-5]”, using a regex-guided constrained genera-
tion algorithm (Willard and Louf, 2023). Here, we
report the results from the constrained evaluation
approach, as it yielded higher LLM scores.

In the CHOICE task, participants directly indicate
whether they prefer C1 or C2. In the LIKERT task,
we compare the average Likert scores for C1 and
C2 and select the context sentence with a higher
score (both for humans and for LLMs).

C Appendix: Detailed results

In Figure 2, we show detailed response patterns
corresponding to the accuracy scores in Table 1.



TASK INSTRUCTIONS (CHOICE)
In this study, you will see multiple examples. In each example, you will be given two contexts and a
scenario. Your task is to read the two contexts and the subsequent scenario, and pick the context that
makes more sense considering the scenario that follows. The contexts will be numbered "1" or "2".
You must answer using "1" or "2" in your response. If you do not speak English or don’t understand
the instructions, please exit now and do not attempt this task—you will not be paid.

TASK INSTRUCTIONS (LIKERT)
"In this study, you will see multiple examples. In each example, you will be given a scenario. Your
task will be to read the scenario and answer how much it makes sense. Your response must be on a
scale from 1 to 5, with 1 meaning "makes no sense", and 5 meaning "makes perfect sense". "If you
do not speak English or don’t understand the instructions, please exit now and do not attempt this
task—you will not be paid." Rate the scenario using a number from 1 to 5, with 1 meaning "makes
no sense", and 5 meaning "makes perfect sense".

Table 3: Initial instructions presented in the online study. The exact same instructions were used in the prompts for
LLMs.

C1 C2

C1
C2hu

m
an

93 80

83 94

gpt2_xl

C1 C2

170 3

176 1

mpt_7b

C1 C2
choice

166 7

168 9

mpt_7b_chat

C1 C2

144 29

150 27

mpt_30b

C1 C2

168 5

168 9

mpt_30b_chat

C1 C2

173 0

0 177

human

C1 C2

C1
C2hu

m
an

112 61

115 62

C1 C2

144 29

146 31

C1 C2
likert

112 61

112 65

C1 C2

145 28

142 35

C1 C2

153 20

107 70

C1 C2

167 6

8 169

C1 C2

C1
C2hu

m
an

122 51

48 129

C1 C2

135 38

37 140

C1 C2
logprobs

143 30

33 144

C1 C2

137 36

30 147

C1 C2

141 32

28 149

Figure 2: Confusion matrices (with human CHOICE data as the ground truth).


