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Abstract

Dense passage retrieval (DPR) is the first step
in the retrieval augmented generation (RAG)
paradigm for improving large language mod-
els (LLM) performance. DPR fine-tunes pre-
trained networks to enhance the alignment
of the embeddings between queries and rele-
vant textual data. A deeper understanding of
DPR fine-tuning will be required to fundamen-
tally unlock the full potential of this approach.
In this work, we explore DPR-trained mod-
els mechanistically by using a combination of
probing, layer activation analysis, and model
editing. Our experiments show that DPR train-
ing decentralizes how knowledge is stored in
the network, creating multiple access pathways
to the same information. We also uncover a lim-
itation in this training style: the internal knowl-
edge of the pre-trained model bounds what the
retrieval model can retrieve.

1 Introduction

Large Language Models (LLMs) in the past few
years went from being a research topic in natural
language processing to being a tool utilized daily by
hundreds of millions of people and integrated into a
wide variety of businesses. With this meteoric rise,
these models have been critiqued for frequently
hallucinating, confidently outputting incorrect in-
formation (Bang et al., 2023). Such inaccuracies
can not only mislead people but also erode trust
in LLMs. Trust in these systems to give accurate
information is crucial to their ability to help people
and continue their adoption.

The retrieval augmented generation (RAG)
paradigm is one proposed way to fix this hallu-
cination problem (Lewis et al., 2020). Unlike tra-
ditional LLM interactions, where a query directly
prompts an output from the model, RAG introduces
an intermediary step. Initially, a ’retrieval’ model
processes the query to gather additional informa-
tion from a knowledge base, such as Wikipedia or

the broader internet. This additional information
alongside the original query is fed to the LLM, in-
creasing the accuracy of the answers that the LLM
generates.

For RAG to be effective, the underlying retrieval
model has to excel at finding accurate and relevant
information. Typically, the performance of these
models is evaluated based on metrics that consider
the top-5, top-20, top-50, and top-100 retrieved pas-
sages. However, recent studies indicate that LLMs
predominantly use information from the top-1 to
top-5 passages, underscoring the importance of not
only accuracy in retrieval but also precision in rank-
ing (Liu et al., 2023; Xu et al., 2024). Retrieval
model performance improves greatly as one goes
from top-1 to top-100, highlighting a central issue
in the current RAG pipeline. One solution involves
integrating a ’reranking’ model, which adjusts the
order of retrieved passages to improve the relevance
of the top-ranked passages (Nogueira et al., 2019,
2020). However, this approach adds the computa-
tional and maintenance cost of an additional model
in the pipeline and can also introduce errors. The
alternative option is to improve retrieval models
so that they can jointly retrieve and rank passages
well.

Retrieval methods can be broadly categorized
into two types: sparse and dense (Zhao et al.,
2023). Sparse methods encode queries and pas-
sages into sparse vectors, usually based on terms
that appear in said queries and passages (Robertson
and Zaragoza, 2009; Sparck Jones, 1972). Dense
methods employ language models to encode the
semantic information in queries and passages into
dense vectors (Karpukhin et al., 2020). The type of
dense methods that we will be exploring in this pa-
per share two commonalities: (a) the joint training
of two or more encoding models – one for embed-
ding a query and the other for embedding a knowl-
edge base, (b) contrastive training. These com-
monalities were introduced in the dense passage



retrieval method which a lot of subsequent meth-
ods are inspired from. In this paper, we analyze the
original dense passage retrieval method using the
BERT backbone. We analyze DPR from multiple
perspectives to understand what is changing in the
backbone model during the training process.

2 Results and Conclusion

This paper set out to discover the purpose DPR-
style fine-tuning served and discover insights into
how DPR-trained BERT operates. We found that
the middle segment of the model, where the model
is processing a mix of syntactic and semantic fea-
tures according to Geva et al.’s (2021), impacts per-
formance the most. Through linear probing, along-
side experiments where we added and removed
knowledge from pre-trained BERT, we determined
that BERT does not appear to acquire new infor-
mation through DPR fine-tuning. Instead, we ob-
served that the efficacy of retrieval hinges on the
activation of shared facts/memories between the
BERT models used to encode the query and the
context passages. This mechanism implies that in-
correct retrieval could occur if a query or context
passage inadvertently activates irrelevant or incor-
rect memories. Moreover, the absence of necessary
facts or webs of knowledge within the model ham-
pers its ability to retrieve information.

However, the crucial insight came from analyz-
ing the changes in BERT’s activations before and
after DPR-style training. We found that DPR-style
training alters the model’s internal representation
of facts, transitioning from a highly centralized to
a decentralized representation of facts. Pre-trained
BERT’s representations are very centralized with a
select few neurons being activated across a wide ar-
ray of facts and only a few neurons being strongly
activated for each fact, suggesting a limited num-
ber of pathways for fact or memory activation. The
representations in DPR-trained BERT, on the other
hand, are a lot less centralized. DPR-trained BERT
engages more neurons, more robustly for each fact,
and diminishes the uniform reliance on specific neu-
rons across different facts. This decentralization
makes it so that each fact/memory has a lot more
pathways to get triggered, which in turn allows
for more potential inputs to trigger the same set of
memories. Such a shift not only underscores the
primary objective of DPR training—to diversify the
model’s retrieval capabilities across an expanded
set of queries and passages—but also delineates a

crucial mechanism by which these models improve
their retrieval performance.

Our findings suggest several areas of focus for
future work: (1) Accelerate knowledge representa-
tion decentralization with new unsupervised train-
ing methods. Current methods for DPR rely on
labeled queries and passage pairs. However, only
relying on this labeled data limits how much de-
centralization can occur. (2) Optimize retrieval
methods that operate with uncertainty. More de-
tailed model analysis is required to determine how
the model processes a query when it is missing key
knowledge for the retrieval. The analysis should
reveal methods to more robustly and gracefully
degrade with increased levels of uncertainty. (3)
Directly map a model’s internal knowledge to the
set of best documents to retrieve. These approaches
should better leverage the model’s knowledge as
shown in (Tay et al., 2022; Pradeep et al., 2023;
Wang et al., 2022; Bevilacqua et al., 2022; Ziems
et al., 2023).

In the most fundamental sense, Dense Passage
Retrieval (DPR) achieves its namesake function—it
retrieves, locating and returning relevant context
to the user given a query. Yet, as our evidence
suggests, DPR models appear constrained to re-
trieving information based on the knowledge that
preexists within their parameters, either innately or
through augmentation. This operational boundary
delineates a significant caveat: facts must already
be encoded within the model for useful context
to be accessible for retrieval. Absent these facts
or their associative networks, retrieval seems to
falter. Thus, if retrieval is understood as the ca-
pacity to recall or recognize knowledge already
familiar to the model, then indeed, DPR models
fulfill this criterion. However, if we extend our
definition of retrieval to also encompass the abil-
ity to navigate and elucidate concepts previously
unknown or unencountered by the model—a ca-
pacity akin to how humans research and retrieve
information—our findings imply that DPR models
fall short of this mark.
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