Limitations of Large Language Models as Automatic Evaluators
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Abstract

The zero-shot capability of Large Language
Models (LLMs) has enabled us to use LLMs
as reference-free automatic evaluation metrics.
Existing studies have shown that LLMs can
be high-quality evaluators for various NLP
tasks such as summarization. However, little is
known about the robustness of LLM evaluators,
as the existing work has focused on pursuing
the best performance of LLM evaluators with
respect to correlations between LLM scores
and human expert scores. In this paper, we con-
duct a series of analysis using the SummEval
dataset and report that LLM evaluators for text
summarization are sensitive to prompt differ-
ences that are trivial to human understanding
of text quality. This includes the rating scale
itself, scores assigned to previous dimensions
of analysis biasing future scores in the same
generation, bias towards lower-perplexity sum-
maries, and reliance on features that are un-
correlated the true summary quality (such as
worsened performance on rating Fluency of a
summary when the source document is not in-
cluded). We share recipes for how we should
configure LLM evaluators while clarifying the
limitations, resulting in significantly better per-
formance than G-Eval-style evaluation on the
SAMSum partition of the RoSE dataset.

1 Introduction

A core limitation of automatic evaluation is in de-
veloping new metrics and scaling them beyond lim-
ited benchmark datasets, primarily due to their com-
mon reliance on reference outputs. While there is
a line of work in reference-free automatic evalua-
tion metrics, it is known that it is less reliable than
the current reference-based metrics (Fabbri et al.,
2021; Deutsch et al., 2022). To address the limita-
tion, Large Language Models (LLMs) have proven
useful in this domain due to their demonstrated
high natural language understanding abilities and
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performance at adhering to instructions. For exam-
ple, LLMs can be used for aspect-based evaluation
in summarization, which is considered to require
human annotators for scoring (Fabbri et al., 2021;
Liu et al., 2023c). LLM evaluators have become
part of automatic evaluation for commonly used
benchmarks for LLMs (Zheng et al., 2023).

However, little is known about the abilities of
these LLM evaluators. A few studies have looked
deeper into this point (Wang et al., 2023; Zheng
et al., 2023; Liu et al., 2023b); there is a need
for further analysis into potential risks and failure
points when using them, especially if used in sen-
sitive applications. Therefore, in this paper, we
aim to study two important characteristics of the
LLM evaluator, namely bias and consistency, in
order to understand and share the limitations of
LLM evaluators. To this end, we conduct extensive
experiments using GPT-3.5 and GPT-4, which are
commonly used as LLM evaluators, with various
prompts and generation configurations on the sum-
marization evaluation benchmarks SummEval and
RoOSE datasets.

Throughout analyzing these issues, we compiled
findings into a set of recipes for LLM evaluators.
Experiment results on the RoSE dataset show that
our new LLM evaluator shows better performance
on the RoSE dataset (Liu et al., 2023c¢).

2 Methodology

2.1 Datasets

To investigate the performance of LLM-based eval-
uators, we test predictions on two main datasets.
We use SummEval (Fabbri et al., 2021) as our
development set, perform extensive analyses of
LLM-based evaluators on this set, and then use
RoSE (Liu et al., 2023c) as a test set after select-
ing hyper-parameters of our LLM evaluator system
through the first analyses.
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Figure 1: Average Perplexity by Assigned Score

2.2 Evaluation Metrics

The goal of automatic evaluation is to provide
scores highly correlated with human judgments
on the task at hand. In our work, we primar-
ily measure this through Kendall’s 7 correlation
on scores produced for each label in SummEval
(Coherence, Consistency, Fluency, Relevance) and
RoSE (ACU).

3 Results and Analysis
3.1 Perplexity Bias

Summaries are first grouped by evaluation scores
(as assigned either by Experts or an LLM evalua-
tor). Perplexities are then computed with Alpaca-
7B, Llama-2, and GPT-2 on the summary text, and
a mean score is calculated for each group of sum-
maries.

GPT-4 is disproportionately biased towards low
perplexity summaries as compared with expert an-
notators. The mean perplexities of high assigned
scores (5s) are lower than for expert raters, and
mean perplexities of low assigned scores (2s and
3s) are lower. An implication of this is that LLM
evaluators may show a biased preference for text
which is generated by itself.

3.2 Scoring Granularity

A common scale for scoring is 1-5. However, when
producing scores for automatic evaluation, ties be-
tween candidate examples are often undesirable.
To reduce ties, we aim to increase scoring granu-
larity: the distinct number of possible scores for
candidate responses. One solution is to increase
the range of scores to 1-100.

However, we find that models sparsely predict
scores within the range. Frequencies of some

scores, such as 90 and 95, are far higher than ‘odd’
scores such as 92 or 19, and much of the range is
almost entirely ignored (1-60).

4 Case Study

Using the lessons learned from our analysis (§3),
we find that deterministic, non-CoT prompting
with a 1-10 score granularity and using GPT-4 per-
formed the best. We compare our best method for
solving the issues raised in Section 3, as determined
by performance on the SummEval dataset. Our
method outperforms modified G-Eval on both of
the out-of-domain test sets, SAMSum and XSum.
We note that for XSum, this difference is not statis-
tically significant.
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Figure 2: Performance Comparison of Modified G-
Eval versus 1-10 scoring on the RoSE benchmark.
Our approach performs statistically significantly better
on the SAMSum dataset partition, while we only per-
form worse (not significant) on the CNNDM partition.

5 Conclusion

Our findings show that LLM evaluators are dispro-
portionately biased towards low perplexity sum-
maries than is helpful, they fail to respect scoring
scales given to them when attempting to increase
the granularity of scores, and they are inconsistent
their own judgements depending on settings such as
inclusion of source documents or generating mul-
tiple judgements at the same time. In attempts to
solve some of these issues, we find that we are able
to significantly outperform a modified version of G-
Eval (Liu et al., 2023a) on the SAMSum partition
of RoSE annotations with with 95% confidence.
Our work suggests that more effort should be al-
located towards understanding and remedying the
issues exhibited by LLM evaluators.



Limitations

Reliance on GPT-based models. We experiment
primarily on GPT-based, proprietary models from
OpenAl due to their SOTA performance on auto-
matic evaluation of text summarization. However,
this means it is unclear how well our results gen-
eralize to other LLMs such as LLlama-2, Vicuna,
Alpaca, etc. Do to constraints in time and budget,
extending the analysis to investigate other LLMs
was not possible during the time this work was
carried out. This project involved generating more
than 560,000 outputs from OpenAl models; repeat-
ing the experiments on several models amounts to
substantial effort and resources. Future work could
aim to replicate and extend our analysis to further
models.

Reliance on SummEval for analysis. Our anal-
ysis section primarily investigates issues by mea-
suring performance of various model and prompt
configurations against SummEval. There is a risk
that our results to do generalize well beyond For
this reason, we also sought to measure performance
on the RoSE benchmark, which is comprised of
three datasets in different domains. We find that ad-
dressing the issuess seen in SummEval significantly
improves performance on one of the domains, and
has insignificant but positive results on the other
domains.

Limited solutions. Although we investigate solu-
tions to some of the identified issues in this paper,
many remain to be studied and may provide the
research community with directions for future re-
search efforts. LLM’s inconsistencies and biases
as automatic evaluators is tough to build solutions
around. There is ample opportunity for creative
solutions, and while our work offers some, its main
focus is in identifying the existing issues in the first
place.
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