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Abstract

The existing literature lacks comprehensive
exploration into the contextual understanding
of large language models (LLMs) in the con-
text of religious texts. Notably, LLMs like
GPT-4 have undergone training on religious
texts with adjustments aimed at ensuring un-
biased output. This prompts an inquiry into
the potential "religiosity" of a language model
repeatedly trained on religious texts, such as
the Bible or the Quran. Additionally, it raises
questions about the efficacy of LLMs in dis-
cerning relationships among entities extracted
from these texts. This study addresses these
inquiries through iterative training of an LLM
on religious texts, yielding noteworthy out-
comes. Furthermore, the methodology em-
ploys Named Entity Recognition (NER) to
extract relationships from texts, subsequently
leveraging GPT to elucidate connections be-
tween these textual entities.

1 Introduction

Chatbots such as GPT-4 have undergone extensive
training on vast datasets and are equipped with the
ability to perform diverse tasks proficiently. How-
ever, despite their large parameter size and com-
prehensive training, they may lack the knowledge
to answer queries within specified domains.

We are thus particularly interested in utilizing
fine-tuning to explore the religious applications of
chatbots. While there is a consensus to develop
language models with unbiased outputs, suitable
for general domain purposes (Nangia et al., 2020),
our focus lies in leveraging these tools to assist
individuals with inquiries about a specific reli-
gion, such as pastors or teachers. The challenge
of constructing large datasets for supervised fine-
tuning has led to the exploration of self-supervised
learning through models like GPT-3 (Brown et al.,
2020). Nonetheless, it’s essential to consider
the limitations of training data that is utilized by
widely-used black box models such as GPT-4,

which excel in answering queries across various
topics but rely on internet-sourced datasets, poten-
tially lacking reliability.

Our main contributions involve exploring var-
ious methods to craft datasets for fine-tuning,
which will serve as the foundation for training a
model based on a source religious text to adeptly
respond to user queries. We begin this task by cre-
ating a dataset that is primarily drawn from the
religious text without the use of external sources.
We aim to draw inferences solely from the text,
and our objective is to create datasets to train
a chatbot that is knowledgeable while ensuring
transparency regarding the data it’s been trained
on, aligning with ongoing efforts (Piktus et al.,
2023).

2 Related Work

Several approaches exist to fine-tune models for
domain-specific tasks, with two widely recognized
methods being instruction fine-tuning and retrieval
augmented generation methods (RAG). Instruc-
tion fine-tuning has been traditionally employed to
enhance language model performance, both gen-
erally and for domain-specific tasks (Wang et al.,
2023). In contrast, RAG leverages external knowl-
edge bases for domain-specific inquiries. Our ob-
jective is to employ instruction fine-tuning, adopt-
ing prompts resembling Stanford Alpaca (Taori
et al., 2023) while keeping costs low for generat-
ing instruction datasets. Additionally, the success
of large language models (LLM) has spurred re-
search into techniques that enable smaller models
to achieve comparable performance. Parameter-
efficient fine tuning (PEFT) methods, for instance,
have allowed a small number of external parame-
ters to be added to a model to yield results com-
parable to larger models (Hu et al., 2023). Our
work proposes leveraging PEFT methods to fine-
tune our model to adopt knowledge and enhance
performance.



3 Approach

Our objective is to develop a versatile chatbot tai-
lored to meet the diverse needs of users engaged
in religious organizations, including pastors, Sun-
day school teachers, and individuals seeking to
deepen their understanding of the Bible. The po-
tential applications of such a chatbot are mani-
fold. Instruction fine-tuning serves as a pivotal
strategy across various scenarios. Firstly, users of-
ten seek specific Bible verses, prompting the need
for instructions that categorize each verse by ver-
sion (NIV, ESV, KJV, etc.). Additionally, users
may desire groups of verses, addressed through in-
structions that identify verse ranges, such as Gen-
esis 1:1-5. Lastly, users may request verses based
on paraphrased perspectives, as illustrated by in-
quiries like "Give me the verse about Jesus being
the light." A suitable match, in this case, would be
John 8:12, where Jesus declares, "I am the light of
the world..."

Our approach involves fine-tuning the seven-
billion-parameter variant of llama 2 (Touvron
et al., 2023), utilizing instruction fine-tuning
methods akin to those employed in training Stan-
ford Alpaca. We create instruction-output pairs
capturing pertinent biblical information to prepare
the model. Diverse methods will be employed
to deploy the chatbot, encompassing instructions
for individual verses across different versions,
verse ranges, references to previous verses, bibli-
cal events, practical questions, lessons drawn from
scripture, paraphrase matching, and historical con-
text. In this paper, our focus lies specifically on
instructions related to matching references and re-
trieving biblical events.

4 Experiments

To construct our datasets, we follow a structured
approach. Initially, we examine the semantic sim-
ilarity between verses sourced from BibleGate-
way 1. These verses are embedded using sentence
transformers, and Meta FAISS (Johnson et al.,
2017) facilitates a semantic search across each em-
bedded verse, comparing it to every other verse.
We validate this approach by extracting references
from BibleGateway, noting that New Testament
verses often refer to Old Testament verses ver-
batim. Through semantic similarity analysis, we
identify at least 167 reference matches among the

1https://www.biblegateway.com/

top five similarity matches.
Subsequently, we attempt to correlate verses

with their references through topic extraction. Al-
though attempts using BERTopic (Grootendorst,
2022) and KEYBert (Grootendorst, 2020) were
made, we found that GPT-3.5 Turbo produced
the most meaningful topics. Key phrases from
the verses are embedded and matched with those
from other verses, employing bipartite matching
to identify verses with the most similar matches.
This method captures 139 out of 255 total verses,
falling short of semantic similarity performance.

In addition to these methods, we employ Named
Entity Recognition (NER) to extract events and
entities from passages, addressing questions about
events. Utilizing the Emory Language and Infor-
mation Toolkit (ELIT) (He et al., 2021), we extract
entities such as people, locations, nationalities re-
ligious or political groups (NORP), and geopoliti-
cal entities (GPE). Through an evaluation set com-
prising 100 samples from the Bible with human-
annotated gold truth labels, ELIT demonstrates a
macro-F1 and a micro-F1 of 0.845. ELIT’s effi-
cacy in capturing events throughout the Bible fur-
ther underscores its utility in generating a dataset
regarding biblical events.

5 Analysis

While analyzing the datasets we found that the
semantic similarity approach outperformed topic
matching in matching references. This discrep-
ancy could stem from the fact that while topic
matching successfully identified substrings for
references with high similarity, the other topics
within the same verse might have yielded lower
similarity scores, impeding an overall match.
This prompts exploration into approaches utilizing
weighted scores to enhance substring matches, po-
tentially improving reference matching.

6 Conclusion

This paper presents methodologies to construct a
chatbot fine-tuned on a specific religious text. It
offers various approaches to generate datasets that
address potential user queries across different re-
ligious contexts. These contexts encompass his-
torical insights into specific passages, factual in-
formation about individuals, locations, and events
depicted in the text, extracting literal verses from
the Bible for reference, and deriving practical ap-
plications from scripture for everyday life.
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