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1 Introduction

Mastering commonsense understanding and rea-
soning is a pivotal skill essential for conducting en-
gaging conversations. While previous efforts have
led to the creation of datasets aimed at facilitating
commonsense inferences in dialogue settings, these
datasets often suffer from limitations such as small
size (Zhou et al., 2022), lack of detailed informa-
tion (Gao et al., 2022), redundancy with existing
conversation content (Ghosal et al., 2022), and inad-
equate representation of the multifaceted nature of
commonsense reasoning (Shen et al., 2022). In re-
sponse to these challenges, we present ConvoSense:
a novel synthetic dialogue commonsense dataset
created using GPT that boasts greater contextual
novelty, offers a higher volume of inferences per
example, and substantially enriches the detail con-
veyed by the inferences.! Our experimental results
demonstrate that ConvoSense enables the training
of generative commonsense models for dialogue
that surpass the performance of models trained on
previous datasets in terms of inference reasonabil-
ity, novelty, and detail.

2 Data Collection: ConvoSense

We construct a zero-shot GPT prompting strat-
egy to collect commonsense inferences of a par-
ticular type for a given dialogue context. GPT
(gpt-turbo-3.5-301) is instructed to output a
list of likely inferences given a dialogue context,
a target terminal utterance, and a commonsense-
focused question and answer prefix. Each infer-
ence type covered in this work has a tailored ques-
tion and answer prefix to guide inference gener-
ation. We cover 10 popular inference types syn-
thesized from previous works on dialogue com-
monsense (Gao et al., 2022; Ghosal et al., 2022;
Shen et al., 2022; Zhou et al., 2022), including sub-
sequent events, causes, prerequisites, motivations,

1h'ctps: //github.com/emorynlp/ConvoSense

Jinho D. Choi
Department of Computer Science
Emory University
Atlanta, GA, USA
jinho.choi@emory.edu

attributes, emotional reactions, desires, and event
constituents. Appendix A showcases the prompt
design and the question and answer prefixes used
for each commonsense type.

To construct our ConvoSense dataset, we uti-
lize dialogue contexts from the high-quality SODA
dialogue dataset (Kim et al., 2022), organizing
them into topical groups using BERTopic (Groo-
tendorst, 2022). One dialogue is selected from
n groups to assemble the data splits, with n set
to [10K, 1K, 1K] for training, validation, and test
splits, respectively. Each dialogue is trimmed to
end with the most topically salient utterance to its
group based on cosine similarity to the BERTopic
group topic string. We then employ GPT to gener-
ate inferences for the commonsense types for these
trimmed dialogues. The resulting ConvoSense
dataset consists of over 500,000 inferences across
12,000 dialogues, with an average of 5.1 inferences
per type per dialogue (examples in Appx. B).

Data Evaluation We compare our GPT-
generated inferences to those written by human
annotators from 3 existing dialogue commonsense
datasets: ComFact (Gao et al., 2022), Cicero
(Ghosal et al., 2022; Shen et al., 2022), and
Reflect (Zhou et al., 2022). 300 examples are
sampled from each dataset and GPT inferences are
generated following the procedure described in
Section 2 (examples in Appx. B). Crowdsourced
human annotators from SurgeAl are provided both
a human-written and GPT-generated inference for
the same example. Annotators categorize infer-
ences into levels of reasonability: always/likely
(+), sometimes/possible (+), never/farfetched
(-), or invalid/nonsense (-) and into levels of
novelty: new & detailed (+), new & simple (+),
and purely repetitive (-). Following Hwang et al.
(2021), the two metrics are converted into binary
representations when analyzing the final outcomes,
with stratifications into the positive/negative binary
representation indicated by (+) and (-) previously.
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Table 1 demonstrates that GPT can attain compa-
rable reasonability in its generated inferences as
those derived from humans, even exceeding the
reasonability of the inferences in ComFact with
statistical significance. Notably, the results also in-
dicate that GPT surpasses the novelty of the human-
generated inferences for the majority of the existing
datasets. Furthermore, we observe that GPT infer-
ences achieve higher detail than that observed from
human-generated inferences when comparing the
percentage of new & detailed inferences out of all
positive novelty inferences in Figure 1.

ComFact | Cicero Reflect

R N R N|R N

GPT 93 91 93 80 | 89 86
Human | 81 73 88 70 | 91 82

Table 1: The % of total samples (#) labeled as reason-
able (R) and novel (N). Underline denotes statistical
significance against human-written inferences for the
indicated dataset (McNemar'’s test, « = 0.05).
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Figure 1: Average % of new & detailed inferences out
of all positive novelty inferences for each data source.

3 Dialogue Commonsense Models

Given the success of GPT-generated inferences
observed in Section 2, we train a T5-3b (Raf-
fel et al., 2020) commonsense generation model
(ConvoSenseM) on our collected ConvoSense
dataset. This model takes as input a dialogue con-
text, the current response for which inferences are
to be generated, and a commonsense question. The
expected output is an inference that is applicable
to the provided input. Based on the observed di-
versity of inferences per example in ConvoSense,
Hamming-distance diverse beam search decoding
(Vijayakumar et al., 2016) is used to generate k
diverse outputs from the trained model. We also
train a comparable model (HumanGenM) using
the existing human-written dialogue commonsense
datasets indicated in Section 2.

Model Evaluation We evaluate the performance
of each model on the reasonability and novelty
metrics defined in Section 2 using an external con-
versational Al expert who is unaffiliated with this

study. The annotator evaluates both best-case per-
formance (Top-1 output) and multi-inference per-
formance (Top-5 outputs), where the top one or
five beams are taken as the outputs for each setting,
respectively. For the multi-inference setting, the
annotator also evaluates the ability of the model
to output diverse inferences by clustering the out-
putted inferences into semantic groups. Evaluation
is performed on 60 examples (300 inferences) per
model in a blinded design.

Top-1 Top-5
R N|R N Clusters
ConvoSenseM | 90 98 | 93 98 3.42 (68%)
HumanGenM | 75 70 | 81 70 3.17 (63%)

Table 2: Percentage of reasonable (R) and novel (N)
inferences from each model. Underline denotes a sta-
tistically significant result (chi-square proportions test,
a = 0.05). Clusters shows the average number of infer-
ence clusters and % of unique inferences per example.

Table 2 demonstrates ConvoSenseM’s superior per-
formance compared to the HumanGen model. Con-
voSenseM achieves a remarkable 93% reasonabil-
ity and 98% novelty, averaging 3.4 unique infer-
ences per example. Indeed, similar results hold
for the Top-1 output per model. Moreover, when
considering the positive novelty inferences in the
Top-5 setting, we observe that 75% are annotated
as detailed for ConvoSenseM but only 7% for Hu-
manGenM, indicating a vast improvement.

However, our experiments also reveal that our
trained model does not outperform HumanGenM
on inference diversity. This is surprising as the con-
versational expert judged inferences to be unique
at an average rate of 95% in ConvoSense in addi-
tional analyses (Appx. C), whereas the human data
is much less diverse. It is clear the ConvoSenseM
does not achieve the same degree of inference di-
versity as the underlying data.

4 Conclusion

This study introduces ConvoSense, a substantial
dataset of commonsense inferences for dialogue,
surpassing existing human-written datasets in nov-
elty and detail. Models trained on ConvoSense
demonstrate superior performance in reasonability,
novelty, and detail compared to those trained on
other datasets, whether aiming for a single-best in-
ference or a diverse set. However, further research
is needed to fully capture the diversity of inferences
present in ConvoSense within the trained models.
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A  GPT Prompt

An example of the final GPT prompt design, specif-
ically tailored for the Desire inference type, is
illustrated in Table 3. The question and answer
prefix pairs used for the 10 covered commonsense
inference types are shown in Table 4.

Speaker: I just finished cleaning up my kitchen and
getting the trash out.
C Listener: Idon’t envy you. I hate cleaning.
Speaker: I'm the other way. I love cleaning, and then
seeing my nice clean kitchen afterwards.

Target: I’m the other way. I love cleaning, and then

T . . .
seeing my nice clean kitchen afterwards.

Q Question: What does Speaker want to do next?

A Answer: As aresult, Speaker wants ...

In a list titled "Answers", generate several likely answers to
this question for the target expression, keeping the rest of
the conversation in mind.

Your answers should provide novel information that is not
explicitly shared in the conversation.

Table 3: A GPT prompt example for the Desire infer-
ence type. Segments are dynamically modified based
on the example and inference type, as highlighted in the
gray containers (C: dialogue context, T: target utterance,
Q: inference question, A: inference answer prefix).

B Examples

Examples of the inferences written by humans and
the analogous inferences generated by GPT are
shown in Figure 2. Illustrative examples from the
ConvoSense dataset are shown in Figure 3.

C ConvoSense Evaluation

The results in Section 2 demonstrate that GPT is
generally capable of producing high-quality com-
monsense inferences regardless of the underlying
dialogue source. Consequently, applying GPT to
generate commonsense inferences for the SODA
dialogues is expected to perform well. To explic-
itly verify this, we conduct an evaluation of the
ConvoSense dataset where the expert annotator de-
scribed in Section 3 evaluates the generated infer-
ences for 100 ConvoSense examples (508 total in-
ferences; average 5.08 inferences per example) for
reasonability and novelty (Sec. 2), and inference
clustering (Sec. 3). Table 5 presents the results,
confirming the high reasonability, novelty, detailed-
ness, and diversity of the ConvoSense dataset.
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Type | Question

Answer Prefix

Subsequent | What might happen after what Speaker just said?
Cause | What could have caused the last thing said to happen?
Prerequisite | What prerequisites are required for the last thing said to occur?

After this, ...
This was caused by...
For this to happen, it must be true that...

Motivation | What is an emotion or human drive that motivates Speaker based on what they just said? | Speaker is motivated...

Attribute | What is a likely characteristic of Speaker based on what they just said?
Reaction | How is Speaker feeling after what they just said?
Reaction, | How does Listener feel because of what Speaker just said?
Desire | What does Speaker want to do next?
Desire, | What will Listener want to do next based on what Speaker just said?

Speaker is...

Speaker feels...

Listener feels...

As aresult, Speaker wants...
As aresult, Listener wants...

Constituents | What is a breakdown of the last thing said into a series of required subevents? This involves...

Table 4: Question and answer prefixes used for generating each inference type from GPT for dialogue contexts.

Cause

Attribute

Listener: I can't decide whether to go to university or get a job. What's your
opinion?

Speaker: Well, if I were you, I would go on studying.

Listener: But I don'teven know what to study.

Speaker: I advise you to major in economics.

1. thelistener does not know which subject to study.

1. thespeaker's personal interest in economics.

2. thespeaker's observation of the job market and the high demand for
economics graduates.

3. thespeaker's perception of economics as a versatile and valuable degree that
can open up various career paths.

4. thespeaker's inclination towards quantitative and analytical subjects, which
are central to economics.

5. thespeaker's belief that economics provides a solid foundation for
understanding and navigating today's complex global economy.

Speaker: We're all went out for a nice picnic lunch
earlier.

Listener: Where did you go?

Speaker: To the park, the place by the lake.

1. thespeakeris old fashioned.
2. thespeakeris outdoorsy.
1. someonewho enjoys spending time in nature.

N

familiar with the park by the lake and has

visited it before.

3. someonewho values and prioritizes
socializing and spending time with loved ones.

4. someone who enjoys simple pleasures like
picnicking and appreciating the outdoors.

5. someone who makes an effort to plan

enjoyable activities to share with others.

Figure 2: Cause and Attribute inferences written by humans (top, green) and generated by GPT (bottom, blue).

Desire | Desire,
Listener: Hi, Taraji. How are you doing today? Speaker: This book is terrible!
Speaker: I'm doing fine, thank you. Just working on my math homework. Listener: What's wrong with it?
Listener: Do you need any help with that? Speaker: The author doesn't know how to tell a story!

Speaker: Yeah, I could use some help. Thank you.
Listener: Let's take a look. What are you working on?
Speaker: I'm working on this problem where I have to find the perimeter of

this shape.

1. toask the listener if she knows any shortcuts or tricks to find the 1.
perimeter quickly.

2. tolearn the different types of shapes and their respective perimeters 2.
to improve her math skills.

3. to know the formula for calculating the perimeter so that she can 3.
apply it to the given shape.

4. to explore practical applications of finding perimeters in daily 4.
life, such as measuring the perimeter of her backyard. 5.

5. todocumentthe process of finding the perimeter step by step so
that she can later revise it as a reference guide.

All the characters are two-dimensional and
the plot is full of holes!

to know if speaker has any recommendations for better
books.

to discuss specific examples of two-dimensional
characters andplot holes in the book with speaker:

to ask speaker if they have read any other books by the
same author.

to leave a negative review of the book online.

to stop reading the book and find something else
toread.

Figure 3: Desire and Desire, inferences in the ConvoSense dataset.

| ConvoSense
Reasonable 91
Novel 97
Detailed 63

Clusters 4.82 (95%)

Table 5: Human evaluation results on ConvoSense ex-
amples, showing the % of reasonable, novel, and de-
tailed inferences, and the average number (or %) of
unique inferences per example.



