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Abstract

The prevalence of smart devices with the abil-
ity to capture moments in multiple modalities
has enabled users to experience multimodal
information online. However, large Language
(LLMs) and Vision models (LVMs) are still lim-
ited in capturing holistic meaning with cross-
modal semantic relationships. In this work,
we design a framework to couple explicit com-
monsense knowledge in the form of knowl-
edge graphs with large VLMs to improve the
performance of a downstream task, predict-
ing the effectiveness of multi-modal market-
ing campaigns. We find that external knowl-
edge improves the contextual congruence of
multimodal representation, boosting predictive
performance.

1 Introduction
Contemporary online multimodal platforms pro-
vide an appealing rich user experience from social
media to e-commerce online shopping. Users may
promote or market their ideas, products, or personal
brands through a combination of various types of
modalities, such as text and images, to attract con-
sumer attention. The computational modeling of
multi-modal content makes little explicit contact
with human knowledge, experience, and reason-
ing. The smaller, earlier (multimodal) Visual Lan-
guage Models (VLMs) such as MMBT (Kiela et al.,
2020), ViLBERT (Lu et al., 2019) and LXMERT
(Tan and Bansal, 2019) typically exploit indepen-
dent unimodal cues (e.g., textual, visual) connect-
ing the image and text. More recent very large
VLMs, such as LLaVA (Liu et al., 2023), BLIP2
(Li et al., 2023) and GPT-4 (OpenAI, 2023), do
capture implicit multimodal semantic relationships,
but without semantic constraints, making them vul-
nerable to hallucinations— superficially congruent
(Hasan, 2023; Meyer et al., 2022) and catastrophi-
cally incorrect (Shuster et al., 2021; Maynez et al.,
2020). Moreover, these models often remain un-
able to identify the explicit semantic connections

between modalities that influence human interpre-
tation. (Ji et al., 2020).

We introduce here the notion of multimodal con-
gruence. We measure multimodal congruence us-
ing the semantic distance between the separate
image and caption (text) representations, as this
distance is expected to be shorter in a congruent
multimodal representation (Mandera et al., 2017;
Frank and Willems, 2017; Beck and Diehl, 2011;
Maki et al., 2004). We can then demonstrate how
external knowledge can enhance and contextualize
the representations to close the semantic gap be-
tween the modalities. In this study, we answer the
following two research questions:
RQ1: Can we improve the contextual congruence
of the representations of multimodal content by in-
corporating external knowledge while learning to
unveil subtle cross-modal semantic relationships?
RQ2: Do more contextually congruent represen-
tations help the model obtain more consistent and
reliable predictive performance for the success of
multimodal marketing campaigns?

Our technical approach incorporates an external
commonsense Knowledge Graph (KG) (e.g., Con-
ceptNet) to learn knowledge-infused multimodal
representations of the data. The novelty of our work
lies in modeling a social and behavioral problem,
such as effective marketing, utilizing neural and
symbolic models (Sap et al., 2022). In so doing,
we particularly addressed the problem of learning
a contextually enhanced neural representation of
multimodal content with external commonsense
KG (i.e., symbolic) (Yu et al., 2022; Kursuncu
et al., 2020). This helps the model to better capture
the holistic meaning across modalities enhancing
model performance in predicting the success of
multimodal marketing campaigns.

2 Methodology
Our models incorporate external knowledge from
a KG (e.g., ConceptNet) in a multimodal learning



# Vision Language Knowledge Precision Recall F1 AUC
1 Resnet152 BERT (Kiela et al., 2020) - 0.86 0.77 0.81 0.86
2 ViT BERT - 0.88 0.84 0.86 0.86
3 ViT RoBERTa - 0.92 0.88 0.91 0.91
4 MDL-TIM (Cheng et al., 2019) 0.76 0.76 0.76 0.80
5 BLIP (Li et al., 2022) 0.93 0.89 0.91 0.92

6 ViT RoBERTa TransE 0.92 0.90 0.91 0.91
7 Resnet152 RoBERTa TransE 0.95 0.91 0.92 0.94
8 Resnet152 BERT TransE 0.93 0.89 0.91 0.93

Table 1: Results of the baseline models (#1-5) and the Knowledge-enhanced multimodal models, with different text
and image encoders and KG embedding models.

framework, to predict the success of a marketing
campaign. We formulate this as a binary classifica-
tion task. We use a supervised multimodal learn-
ing framework (Kiela et al., 2020) to generate a
multimodal representation. We devise a knowl-
edge retrieval component that extracts the most
relevant concepts from ConceptNet and generates
their knowledge representations. For knowledge
representations, we trained Knowledge Graph Em-
bedding (KGE) models as described in the Section
for Knowledge Retrieval and Representation. Then,
we fuse the multimodal representation with the
knowledge representation to obtain a knowledge-
infused representation that is input to the classifica-
tion layer.

2.1 Technical Approach
Our technical approach incorporates an external
commonsense Knowledge Graph (KG) (e.g., Con-
ceptNet) to learn knowledge-infused multimodal
representations of the data. We first take pairs of
images and text from our dataset and generate em-
beddings using text and image encoders (i.e., via
LLMs, LVMs). To query the KG, we generate cap-
tions for images using BLIP (Li et al., 2022). Then,
we retrieve the most similar concepts from Concept-
Net based on semantic search. We train knowledge
graph embedding (KGE) models to generate repre-
sentations of the resulting concepts. Initially, we
learn multimodal data representations using bidi-
rectional transformers. These representations are
then fused with the KGEs through a linear and a
multi-head cross-attention layer.

3 Results & Discussion
The results of the success prediction of online
crowdfunding campaign success is presented in
Table 1. Our models with knowledge-infused
representations (#6-8) performed better overall
than the baseline models (#1-5). The best perfor-

mance was achieved with Resnet152 and RoBERTa
with the TransE KG embeddings with 0.95, 0.91,
and 0.92, precision, recall, and F1-score, respec-
tively. The lowest performance came from the
MDL-TIM model (#4) while the two baseline mod-
els, ViT/RoBERTa (#3) and BLIP-only (#5), were
much better. However, knowledge-infused models
consistently performed better. Regarding AUC, our
best knowledge-infused model (#7) outperforms
other models with 94%, indicating a higher true
positive rate and a lower false positive rate. The
outperformance of our model in AUC also signals
potential improvement in the fairness of the model,
warranting future work on the fairness assessment
of knowledge-infused models. While we have per-
formed other experiments, we left them out due to
space limitation.

4 Conclusion
Online marketing involves both image and text,
and hence provides an ideal domain for comput-
ing the relationship between these two modalities.
The domain also offers a success metric for the
adequacy of a semantic interpretation; good inter-
pretations are those that predict which image text
pairs will result in successful campaigns. We de-
veloped a computational approach to capture the
environmental context and congruence in multi-
modal online marketing content. External knowl-
edge from KGs (e.g., ConceptNet) enhanced the
multimodal representation that narrowed down the
contextual distance between the two modalities of a
multimodal content. External knowledge from KGs
improved the success prediction of online crowd-
funding campaigns. The approach facilitates the
prediction of successful marketing campaigns, in-
cluding the crowd funding application studied here
and more generally, the effectiveness of persuasive
economic and public service campaigns.



Ethics Statement

While our work is in the application domain of
marketing, which is benign, we recognize under-
standing (and thereby predicting) multimodal per-
suasiveness has extensive applications. These are
both benign, as in purchasing products or services,
or malicious where prediction is a paramount tool
for ensuring safety. While we demonstrate such
enhancement for effective multimodal marketing,
a similar approach will be necessary for other
context-sensitive social and behavioral problems
including toxicity and extremism, among others.
Further, there are still unknown impli- cations of
these AI-enabled technologies for individuals and
communities, specifically, underrepresented groups
in society. This work specifically provides poten-
tial avenues to address social biases, inadvertently
encoded in large foundation models (e.g., LLMs,
LVMs, VLMs) using a framework that incorporates
external knowledge in learning, for future work.
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