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Abstract

Grounding and representation of navigational
and spatial concepts is challenging in natural
language processing. For this purpose, in this
project, we designed a collaborative two-player
game in which the players co-operate in order
to finish a task of reaching to a destination by
starting from a starting point. Through this
game, we collect data of textual communica-
tions of humans that involve providing direc-
tions and spatial descriptions of the street view
environment. Finally, we examine the areas
in which vision and language navigation mod-
els succeed for fail, providing insights into the
areas requiring improvement.

1 Introduction

Humans tend to describe routes using a combina-
tion of referrals to landmarks, directions and dis-
tances (Vasudevan et al., 2021). The frequency
of referring to landmarks varies based on familiar-
ity of the individual with the environment of the
routes and their abilities in understanding orienta-
tions and directions. Nonetheless, landmarks con-
stitute an important part of describing spaces and
navigational routes beyond the ego-centric frame of
reference (e.g. front, left, right, etc) (Ishikawa and
Nakamura, 2012). This human cognitive ability
consists of visual perception and linguistic power,
and it has attracted Al researchers in attempting
to emulate it, particularly with the emergence of
robots and autonomous vehicles (Wu et al., 2021).

In the literature, various datasets and methods
have been proposed to provide a benchmark for this
task, like TouchDown (Chen et al., 2018), TalkThe-
Walk (de Vries et al., 2018), and Talk2Nav (Vasude-
van et al., 2021). None of these, however, focus on
studying the humans giving or following naviga-
tion instructions (their focus is on collecting data
to train navigational models).

Motivation Following Vasudevan et al. (2021),
we focus on explanations of routes by landmarks in

human language. In order to prevent obsoletion of
the routes due to changes in panorama images, we
generate our own set of routes in the neighborhood
covered in (Mirowski et al., 2018). We develop our
custom interface using Unity3D for exploring the
graph of the city map in offline mode (i.e. without
the need to use the Google Street View API).

Contributions We have developed an interactive
two player environment (game) using Unity3D!
that will allow us to study the human perception
of space and collect a dataset of realistic route de-
scriptions.

Research Questions We study and compare our
dataset to the previously published datasets. To
do so, we collect basic statistics (e.g. path length,
number of landmarks along route, etc) and recreate
routes with statistically similar characteristics. We
seek to answer the following questions:

* How much do human descriptions of the same
route vary? In other words, given the same
route, which landmarks would different peo-
ple use to provide instructions?

* What makes navigation instructions hard or
easy to follow?

¢ What are the main causes of failures of vision
and language models?

2 Related Work

Initially the dataset of panorama images of Brook-
lyn in NY was published along with a navigation
method only based on visual cues Mirowski et al.
(2018). In an effort to bridge the gap between the
problem of spatial reasoning in natural language
and visual navigation (referred to as Visual and
Language Navigation), Chen et al. (2018) proposed
a dataset created through crowd-sourcing. They
generate numerous routes and asked each partic-
ipant to provide descriptions on how one can get
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from a starting point to the corresponding destina-
tion point. Additionally, Mehta et al. (2020) pro-
posed models of VLN along with additional data.
To further encourage the description providers to
generate more comprehensible textual descriptions,
de Vries et al. (2018) proposed a collaborative task
of navigation known as Talk the Walk. In this task,
each route description is provided by a guide to
a tourist who is supposed to follow the route to
reach the destination only by following the tex-
tual instructions of the guide. In this way, a guide
who provides textual instructions is able to refine
the provided explanations if they are perceived not
helpful by the tourist. There are various shortcom-
ings with the aforementioned datasets, that we seek
to address in our research.

* The textual descriptions are monologue Chen
et al. (2018); Mehta et al. (2020). Despite
the fact that each textual description has been
evaluated by another person, the overall pro-
cess of generating text was performed without
direct human feedback.

¢ The textual data consists of textual conversa-
tions, though without particular emphasis on
the landmarks de Vries et al. (2018).

* Although the textual follows a certain tem-
plate (i.e. combination of landmark and di-
rections), the routes covered by the dataset
is expanded over a large area of the map, for
which panorama image data is not publicly
available. Hence, limiting the research and
exploration.

To address these problems, we develop our own
collaborative game for data generation. We seek to
generate textual data of route descriptions with em-
phasis on landmarks within the Manhattan neigh-
borhood of NY, for which image data is publicly
available Mirowski et al. (2018).

3 Methodology

Inspired by de Vries et al. (2018); Vasudevan et al.
(2021) we propose a two-player interactive frame-
work in which players co-operate to complete a
given task in a game environment. The task in-
volves in navigation from a random point on the
map and reaching to a destination point, based on
visual cues and linguistic instructions. In this task,
a player that has access to map of the environment,
takes the role of a guide and provides instructions

GATOR Map2Seq TouchDown

CLIP 4% 1.8% 1.8%
No-Image 0% 0% 1%

Table 1: Task Completion (TC) rates of VELMA on
GATOR dataset. For each column, the dataset is used
as the few-shot examples.

on how to reach from a starting point to the corre-
sponding destination. On the other hand, the player
who does not have any access to the map, takes the
role of a navigator has to follow the instructions to
reach the destination. Navigator can always com-
municate with the guide for further clarifications.

We compare the performance of a state of the art
VLN agent, VELMA (Schumann et al., 2024) on
our own dataset. We analyze where VELMA fails
and succeeds. Hence, revealing the shortcomings
of VLN agents.

3.1 Evaluation Metrics

In our experiments we use the following evaluation
metrics:

Task Completion : where the agent is able to
make to the destination.

Dynamic Time Warp : a metric that mea-
sures how much the agent’s trajectory matches the
ground truth trajectory.

Overshoot Rate : a metric that measures how
many times the agent was able to make it to the
destination, but failed to stop at it.

4 Experiments and Results

Table 1 shows initial results of TC rate of running
VELMA on our dataset. Based on our experiments,
VELMA agents fail due to several problems: Over-
shoot: where agent fails to stop at the destination
and keeps going. Undershoot: the agent decides to
stop before reaching the destination. Wrong turns:
the agent makes wrong turns.

5 Conclusion and Future Directions

Understanding of spatial reasoning in human’s lan-
guage particularly in the context of navigational
routes, enables us to develop models that can a)
map the spatial perceptions to geospatial informa-
tion b) generate instructions for navigation in hu-
man language based on the geospatial data. In
this research project, we developed an cloud-based
2-player game for the task of providing textual de-
scriptions for navigational routes based on visual



cues. In this game, two players can take roles of
guide and navigator in order to complete a collabo-
rative task of navigation. As future directions, one
could replace navigator and/or guide with Artificial
Intelligence (AI) models to evaluate and compare
performance of models against one another.
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A Game View and Initial Results
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Figure 1: A screen-shot of our game. This interactive environment enables players to traverse a set of predefined
routes in Manhattan area and describe the visual cues along the path.
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Figure 2: NAVI-GATOR: A collaborative game for data generation. Starting from a random starting point on the
map, a player (guide) provides instructions and another player (navigator) follows the instructions to reach to the
destination.
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Figure 3: Comparison of task completion (TC) rate among different settings of VELMA (Schumann et al., 2024).
Given history of dialogues as test data.



