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Abstract

Zero-shot cross-lingual transfer utilizing mul-
tilingual LLMs has become a popular learn-
ing paradigm for low-resource languages with
no labeled training data. However, for NLP
tasks that involve fine-grained predictions on
words and phrases, the performance of zero-
shot cross-lingual transfer learning lags far be-
hind supervised fine-tuning methods. There-
fore, it is common to exploit translation and
label projection to further improve the perfor-
mance by (1) translating training data that is
available in a high-resource language (e.g., En-
glish) together with the gold labels into low-
resource languages, and/or (2) translating test
data in low-resource languages to a high-source
language to run inference on, then projecting
the predicted span-level labels back onto the
original test data. However, state-of-the-art
marker-based label projection methods suffer
from translation quality degradation due to the
extra label markers injected in the input to the
translation model. In this work, we explore
a new direction that leverages constrained de-
coding for label projection to overcome the
aforementioned issues. Our new method not
only can preserve the quality of translated texts
but also has the versatility of being applica-
ble to both translating training and translating
test data strategies. This versatility is crucial
as our experiments reveal that translating test
data can lead to a considerable boost in perfor-
mance compared to translating only training
data. We evaluate on two cross-lingual trans-
fer tasks, namely Named Entity Recognition
and Event Argument Extraction, spanning 20
languages. The results demonstrate that our ap-
proach outperforms the state-of-the-art marker-
based method by a large margin and also shows
better performance than other label projection
methods that rely on external word alignment.
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1 Introduction

Large language models (LLMs) have demonstrated
the potential to perform a variety of NLP tasks in
zero or few-shot learning settings. This is attractive
because labeling data is expensive — annotating
fine-tuning data across many languages for each
task is not feasible. However, for traditional NLP
tasks that involve word/phrase-level predictions,
such as named entity recognition or event extrac-
tion, the performance of zero and few-shot learning
lags far behind supervised fine-tuning methods that
make use of large amounts of labeled data (Lai
et al., 2023). Prior work has therefore trained mul-
tilingual models that support cross-lingual trans-
fer from a high-resource language (e.g., English),
where fine-tuning data is available to many low-
resource languages where data may not be avail-
able (e.g., Bambara, which is spoken primarily
in Africa). Encoder-based LLMs such as XLM-
RoBERTa (Conneau et al., 2020) or mDeBERTa
(He et al., 2021) work surprisingly well for cross-
lingual transfer, yet the performance of models
that are fine-tuned on target-language data is still
significantly better (Xue et al., 2021). Motivated
by this observation, we present a new approach to
automatically translate NLP training datasets into
many languages that uses constrained decoding to
more accurately translate and project annotated la-
bel spans from high to low-resource languages.

Our approach builds on top of EasyProject (Chen
et al., 2023), a simple, yet effective state-of-the-
art method for label projection, that inserts spe-
cial markers into the source sentences to mark an-
notated spans, then runs the modified sentences
through a machine translation (MT) system, such
as NLLB (Costa-jussà et al., 2022) or Google Trans-
late. A key limitation of EasyProject, as noted by
Chen et al. (2023), is that inserting special markers
into the source sentence then translating it degrades
the translation quality; nevertheless, EasyProject



was shown to be more effective than prior work
for label projection that largely relied on word
alignment (Yarmohammadi et al., 2021). To ad-
dress the problem of translation quality degrada-
tion, in this paper, we present a new approach,
Constraint Decoding for Cross-lingual Label Pro-
jection (CODEC), for translating training datasets
using a customized constrained decoding algorithm.
The training data in the high-resource language is
first translated without markers followed by a sec-
ond constrained decoding pass to inject the markers.
Since the source sentence does not include markers
during the translation phase, the final translated
text quality from CODEC is preserved. The second
decoding pass of CODEC relies on a translation
model that is conditioned on the modified input
sentence with markers (thus is noisier) in order to
find the appropriate positions for inserting markers.
Using a specially designed constrained decoding
algorithm, however, we can retain the high-quality
translation while having the right number of labels
projected by enforcing both as constraints during
decoding.

In essence, CODEC only explores the search
space which contains valid hypotheses, i.e., trans-
lated outputs that conform to (i) the high-quality
translation from the first decoding pass without
markers’ interference and (ii) having the correct
number of markers inserted. A brute-force enumer-
ation of all possible such hypotheses is intractable,
as the number of sequences that would need to
be scored using the translation model is O(n2m),
where n is the sequence length and m is the number
of labeled spans to be projected. We therefore de-
sign a constrained decoding algorithm based on the
branch-and-bound method (Stahlberg and Byrne,
2019), in which a depth-first search is conducted
to identify a lower-bound on the best complete
hypothesis, and branches that do not have any so-
lutions with a better score than the current lower
bound are pruned from the search space.

However, even when pruning branches using this
bound, decoding time is still prohibitively long. To
speed up decoding, we introduce a new heuris-
tic lower bound, which removes branches more
aggressively. We also introduce a technique to
prune unlikely positions for the opening markers
in advance. Putting everything together, compared
to exact branch-and-bound search, our proposed
method significantly reduces decoding time with
only a slight drop in performance in a few lan-

guages. For example, for the Bambara language,
CODEC is about 60 times faster than exact search,
while only losing 0.6 absolute F1, a 1.1% drop in
performance.

We conduct extensive experiments to evaluate
CODEC on two popular cross-lingual tasks (i.e.,
Named Entity Recognition and Event Argument
Extraction), covering 20 language pairs. In our ex-
periment, CODEC and other label projection base-
lines are used to project the label from English
datasets to their translated version to augment the
data in the target language, which is referred to
as translate-train (Hu et al., 2020). The results
demonstrate that, on average, the model fine-tuned
on CODEC-augmented data outperforms models
fine-tuned on the data produced by other label
projection baselines by a large margin. This re-
inforces our hypothesis that preserving translation
quality is essential and constrained decoding can
improve the accuracy of label projection. More-
over, since CODEC separates two phases of trans-
lation and marker insertion, it can also be used to
improve cross-lingual transfer by using machine
translation at inference time, sometimes referred
to as translate-test (Artetxe et al., 2023). This ap-
proach translates test data from the low-resource
language to the high-resource language, uses a
fully-supervised NLP model to automatically an-
notate the translation on the high-resource side,
then projects the annotations back to the original
language. Experiments show that, compared to
translate-train alone, using CODEC in the translate-
test setting further boosts cross-lingual transfer per-
formance in the Named Entity Recognition task.
Finally, we evaluate the performance of GPT-4
(Achiam et al., 2023) on the same task and find
that, GPT-4 performs well but still falls behind
CODEC with a big gap on average.
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