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Abstract

Bangla, the sixth most spoken language glob-
ally, poses NLP challenges due to its complex-
ity and limited resources. Despite recent ad-
vances in LLMs, their performance on Bangla
remains unexplored. We evaluated four LLMs
on Bangla’s Zero-Shot MLC task, revealing
the need for further research and resources in
Bangla NLP.

1 Introduction

Bangla, spoken by over 300 million native speak-
ers, ranks as the sixth most spoken language glob-
ally'. Despite its extensive usage, Bangla remains
underrepresented in Natural Language Processing
(NLP) research (Joshi et al., 2020). Large Lan-
guage Models (LLMs) like GPT, BLOOM, and
LLaMA have transformed multilingual NLP tasks,
their success primarily shines in widely spoken lan-
guages such as English and Chinese. The effec-
tiveness of these models in low-resource languages
like Bangla remains largely unexplored, motivat-
ing our study.

Our paper explores the performance of state-of-
the-art sentence encoders, and four LLMs in Zero-
Shot multi-label classification (Zero-Shot-MLC)
tasks tailored for Bangla datasets. Our experimen-
tal results reveal the LLMs struggles to achieve sat-
isfactory scores in Bangla, indicating areas for fu-
ture research and improvement.

2 Background and Related Works

In Bangla NLP, researchers have explored vari-
ous tasks such as Information Extraction (Rahman
et al., 2008; Uddin et al., 2019; Sharif et al., 2016),
Machine Translation (Hasan et al., 2019; Anwar
et al.,, 2009; Ismail et al., 2014), Named Entity
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Recognition (Banik and Rahman, 2018; Chaudhuri
and Bhattacharya, 2008), Question Answering (Is-
lam et al., 2016; Sarker et al., 2019; Kowsher et al.,
2019). Recent advancements include the intro-
duction of Bangla-BERT (Kowsher et al., 2022)
and BanglaBERT (Bhattacharjee et al., 2022), as
well as the use of Transformer-based models in
various tasks such as abusive comment detection
(Aurpa et al., 2022b), text classification (Alam
et al., 2020), and question answering (Aurpa et al.,
2022a; Adnan and Anwar, 2022). Research on
large language models like ChatGPT, Flan, and
BLOOM has demonstrated their utility in diverse
applications including healthcare education (Sal-
lam, 2023), programming bug solving (Surameery
and Shakor, 2023), and machine translation (Jiao
et al., 2023). However, Our study addresses the
gap in understanding the performance of recent
LLMs on Bangla documents. We examine multi-
ple state-of-the-art sentence encoders and LLMs in
the context of zero-shot multi-label classification
exclusively for Bangla documents, laying a foun-
dation for future research in this area.

3 Problem Statement

We employ the Definition-Wild OSHOT-TC
methodology introduced by Yin et al. (2019)
which further explored by Sarkar et al. (2023,
2022) for the English language.

3.1 Encoder & LLM Based 0-shotMLC

Our 0-shot-MLC approach comprises the fol-
lowing steps:

1. Input Document: The user provides the article
text, custom-defined labels, and optional key-
words.

2. Embedding Generation: We transform the arti-
cle text, labels, and keywords into embeddings
using language models and encoding methods.
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Topic+Keywords Based Label Embedding

LASER LaBSE BanglaTransformer
Precision Recall P Precision Recall F Precision Recall Fy
0.162 0.750  0.267 0.282 0.477  0.354 0.224 0.648 0.334
Explicit-Mention Based Label Embedding
LASER LaBSE BanglaTransformer
Precision Recall Fy Precision Recall Fy Precision Recall Fy
0.193 0.724  0.305 0.300 0.617  0.404 0.276 0.635 0.384

Table 1: Performance comparison of baseline sentence encoder-based approaches.

Topic+Keywords Based Label Embedding

FLAN-UL2 BLOOM GPT-NeoX
Precision Recall Fy Precision Recall Fy Precision Recall Fy
0.135 0.890 0.234 0.231 0.574  0.329 0.235 0.634  0.345
Explicit-Mention Based Label Embedding
FLAN-UL2 BLOOM GPT-NeoX
Precision Recall F Precision Recall F Precision Recall F
0.144 0.742  0.241 0.232 0.642  0.341 0.241 0.675  0.357

Table 2: Performance comparison of different large language models.

+ Article Embedding: The entire article is em-
bedded using sentence encoders and LLMs.

* Label Embedding: We employ two methods
for label embedding: 1) Label + Keyword-
Label embedding using label name and key-
words, 2) Explicit-Mentions- Label embed-
ding using article-text which contains explicit
mentions of label names.

3. Threshold-based Label Assignment: We quan-
tify the cosine similarity between the article em-
bedding and the label embeddings and assign
labels based on a specified threshold.

4. Zero-Shot multi-label classification: The clas-
sifier predicts relevant label(s) for the given ar-
ticle.

4 Experimental Setup
4.1 Dataset, Baselines and LLMs

We curated BanglaNewsNet, a benchmark cor-
pus, by crawling news articles fromhttps://www.
prothomalo.com/. Each article is labeled with
one or more categories. The dataset was cleaned
by merging similar labels. See Table 3 for details.

Dataset # of Avg. article Labels  Labels/
Name Articles length retained  article
BanglaNewsNet 7245  ~2517 words 21 1.345

Table 3: An overview of the BanglaNewsNet dataset
Baselines include LASER, LaBSE, and Bangla
sentence transformers. LLMs tested are BLOOM,
FLAN-UL2, GPTNeoX, and ChatGPT. See Ap-
pendix for details.

5 Results & Discussion

Table 1 and 2 compares the performance of
baseline sentence encoders and large language
models (LLMs) respectively. LaBSE achieved
the highest performance among sentence encoder
models, with an approximate F} Score of 40%.
BanglaTransformer performed slightly lower than
LaBSE. Evaluation of LLMs on BanglaNewsNet
(Table 2) revealed that they did not excel in zero-
shot multi-label classification (0-Shot-MLC) on
Bangla articles. Surprisingly, none of the LLMs
surpassed LaBSE, underscoring the challenge of
Zero-Shot-MLC for Bangla documents. Addition-
ally, Table 4 showcases ChatGPT’s performance,
with an average F score of 53%, indicating supe-
riority over other LLMs but still falling short of
optimality.

Recall
0.573

F Score
0.537

Precision
0.515

Table 4: ChatGPT performance on BanglaNewsNet

In conclusion, this paper assesses the effective-
ness of contemporary LLMs for the Zero-Shot-
MLC task exclusively for a widely spoken yet low-
resource language, i.e., Bangla, and identifies the
limitations of current LLMs for this task. As such,
our research contributes to the ongoing efforts to
enhance the applicability and efficacy of LLMs for
regional and low-resource languages, paving the
way for future advancements in multilingual NLP
research.
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Limitations

As a limitation, it is worth mentioning that we had
limited access to various large language models
(LLMs) like LaMDA, Gato, LLaMA (download-
able by application, if approved) etc., which re-
stricted their utilization in our experiments. Addi-
tionally, the availability of models like ChatGPT
was constrained, requiring us to rely on the API
for evaluating their performance. Consequently,
the comparison between ChatGPT and the other
three large language models is not an apple-to-
apple comparison. Also, we experimented with
only one dataset, and more data sets need to be
evaluated in order to confirm whether our findings
will hold in general.
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A Appendix
A.1 “Entire Article” based embedding

Encode the entire article using sentence encoders
or LLMs in a single shot, including articles that
are long paragraphs and consist of more than one
sentence.

A.2 Label Embedding Approaches

We have used 2 different approaches for comput-
ing label embedding. The consecutive sections dis-
cuss about different procedures for generating la-
bel embedding.

A.2.1 “Label name + Keywords” based

embedding
Encode both label name and keywords, then

average all embeddings to generate the final label
embedding.
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A2.2

“Explicit-Mentions” based embedding

First, extract all the articles explicitly mentioning
the label/phrase using algorithm 1 for all labels.
Then, for each label, generate embeddings of all
articles which are explicitly annotated/classified
with that label, then average them to obtain the
ultimate label embedding.

Algorithm 1 Article Annotation using Explicit
Mention

1.

2
3:
4:

Input: Article text, Label names and Keywords
Output: Articles annotated with explicit Label
for each article text do

check whether the label name or set (at least 3) of
the informative keywords are present or not in the cor-
responding article text

if present then annotate the article with the explicit
label

end if

: end for

A.3 Baseline Sentence Encoders

This section presents a bird’s-eye view of the sen-
tence encoders and large language models we have
used for our experiments.

* Language-Agnostic SEntence Represen-
tations (LASER): LASER (Artetxe and
Schwenk, 2019) is a sentence encoding model
that generates language-agnostic representa-
tions. It is capable of encoding sentences
from multiple languages into fixed-length
vectors, enabling cross-lingual tasks and mul-
tilingual applications.

* Language-agnostic BERT Sentence Em-
bedding (LaBSE): LaBSE (Feng et al., 2020)
is a language-agnostic model based on the
BERT architecture. It provides sentence em-
beddings that capture the semantic mean-
ing of sentences across different languages.
LaBSE allows for cross-lingual understand-
ing and transfer-learning tasks.

* Bangla sentence embedding transformer:
This Bangla sentence transformer (Foysal,
2020) is specifically designed for the Bangla
language. It utilizes a transformer-based ar-
chitecture to encode Bangla sentences into
meaningful representations, enabling vari-
ous NLP tasks in Bangla text analysis.
It was trained on 2,50,000 Bangla sen-
tences(wiki) by sentence transformer. This
work is inspired by Sentence-BERT: Sen-
tence Embeddings using Siamese BERT-

A4

Networks (Reimers and Gurevych, 2019)
technique.

Large Language Models

BLOOM: Scao et al. (2022) introduce
BLOOM, a massive language model with 176
billion parameters. BLOOM is trained on
46 natural languages and 13 programming
languages and is the result of a collabora-
tive effort involving hundreds of researchers.
BLOOM is a causal language model trained
to predict the next token in a sentence. This
approach has been found effective in captur-
ing reasoning abilities in large language mod-
els. BLOOM uses a Transformer architecture
composed of an input embeddings layer, 70
Transformer blocks, and an output language-
modeling layer. The sequential operation
of predicting the next token involves pass-
ing the input tokens through each of the 70
BLOOM blocks. To prevent memory over-
flow, only one block is loaded into RAM at
a time. The word embeddings and output
language-modeling layer can be loaded on-
demand from disk.

FLAN-UL2: Wei et al. (2021) intro-
duce a unified framework for pre-training
models that demonstrate broad effectiveness
across datasets and setups. They differenti-
ate between architectural archetypes and pre-
training objectives and propose a novel ap-
proach called Mixture-of-Denoisers (MoD)
for combined pre-training. The new 20 bil-
lion parameter model achieves state-of-the-
art performance on 50 diverse supervised
NLP tasks, surpassing T5 and GPT-like mod-
els. Notably, it excels in language gen-
eration, understanding, classification, ques-
tion answering, reasoning, and information
retrieval. The model also performs well
in zero-shot scenarios, outperforming GPT-3
and T5. The authors demonstrate its effec-
tiveness in chain-of-thought prompting and
reasoning, making it a valuable research op-
tion at a medium scale. Furthermore, ap-
plying FLAN instruction tuning enhances its
performance, yielding competitive results in
MMLU and Big-Bench scores compared to
FLAN-PaLM 62B.

GPT-NeoX: The GPT-NeoX-20B paper, au-
thored by the Black et al. (2022), introduce an
architecture similar to GPT-3 but with notable



differences. They utilize rotary positional em-
beddings for token position encoding instead
of learned embeddings and parallelize the at-
tention and feed-forward layers, resulting in
a 15% increase in throughput. Unlike GPT-3,
GPT-NeoX-20B exclusively employs dense
layers. The authors trained GPT-NeoX-20B
using EleutherAl’s custom codebase (GPT-
NeoX) based on Megatron and DeepSpeed,
implemented in PyTorch. To address com-
putational limitations, the authors reused the
hyperparameters from the GPT-3 paper. In
their evaluation, the researchers compared
GPT-NeoX-20B’s performance to their pre-
vious model, GPT-J-6B, as well as Meta’s
FairSeq 13B and different sizes of GPT-3 on
various NLP benchmarks, including LAM-
BADA, WinoGrande, HendrycksTest, and
MATH dataset. While improvements were
desired for NLP tasks, GPT-NeoX-20B exhib-
ited exceptional performance in science and
math tasks.

ChatGPT: ChatGPT (Brown et al., 2020) is
an advanced language model developed by
OpenAl It is designed to generate human-
like text responses in a conversational man-
ner. ChatGPT is built upon the GPT (Gen-
erative Pre-trained Transformer) architecture,
which is a state-of-the-art deep learning
model for natural language processing. Chat-
GPT is trained on a massive amount of text
data from the internet to learn patterns, gram-
mar, and context in language. It utilizes a
transformer-based neural network that con-
sists of multiple layers of self-attention mech-
anisms and feed-forward neural networks.
This architecture allows the model to under-
stand and generate coherent and contextually
relevant responses. The primary goal of Chat-
GPT is to provide natural and engaging in-
teractions with users. It can be used in vari-
ous applications, such as chatbots, virtual as-
sistants, customer support systems, and more.
By inputting a prompt or a message, users can
receive a response generated by the model.

B A Case-Study with ChatGPT

Next, we thoroughly examined the performance of
ChatGPT-3.5 on the Bangla Zero-Shot-MLC task.
Due to the lack of access to the model’s embed-
dings, we were unable to adopt the embedding-

similarity-based classification approach as pre-
sented in Section 3.1. Instead, by utilizing the
API, we adopted a prompting approach to perform
the Zero-Shot-MLC task. Details of the ChatGPT
prompts are presented in Table 5. For evaluation,
we simply recorded the responses of ChatGPT as
we provided these prompts. One interesting obser-
vation is that, initially, the ChatGPT responses in-
cluded out-of-scope labels such as, “TfET” (Me-
dia), “&ife32q” (United Nations), “GGI=" (Dis-
aster), “?fe™” (Police),“?f92" (Transportation),
etc. As Table 5 demonstrates, none of these labels
were expected by the prompts, but ChatGPT took
the liberty to include them in its response. More
interestingly, after a few iterations, we noticed a
decline in such occurrences. Unfortunately, due
to the lack of access to the model’s architecture
and parameters, we were unable to investigate this
context-sensitive behavior further.



Prompt Design

System setup

The Al assistant has been designed to understand and categorize user input by the given labels. When processing user input, the assistant must
predict the labels from one of the following pre-defined options: 'BIFfRABE' (Job market), FCIFASGIRAM' (Coronavirus), T 8 SEI!'
(Movies and celebrities), ®%j' (Health), 1" (Banking), gefife! (Economy), f*!' (Education), 'W ’{C’J]T"T‘ (Natural disasters), =35
8 gmIeT®' (Law and justice), ‘fﬁ‘%' (Politics), ‘g @ JMf&T" (Industry and commerce), '@9" (Travel), T (Design), o' (Football),
"RV (Food and dining), '™ @ ASAINS' (Country and politics), "SI@Sf$F" (International), 'MT*F 314" (Country news), R F8raa
¢S’ (Russia-Ukraine conflict), T&&5' (Cricket), TRI" (Women). It is essential to note that an article may have multiple labels. If the user

input is not relevant with any labels, the assistant should print nothing, indicating that the input does not align with the available categories. The
agent MUST response with the following json format: {“Labels”: [“List of labels”]}

User Taking into account the given Bangla article {J1&F @f¥El 2058 T PiefFe G AR AP {2 TADE P2 GRAT
GICS GTETs AEFL CTAI B FCF | IS AGNFAFA ¢ @aefa e osfs e @ @t fiwz 1 9910 arers Fpefee
R AZOFIA W (AT (oA @ 1 97 Ty 2T AT Q2F ¢ A @1 G AT R TSR Qe Seady | &<
LY WO AIFHE T4l A A W AR ¢ TS 8oo-GF (@ GIED WTHET6 AR, AWE NP Al GIED ¢80 T |
..... (In 2014, Bank Asia introduced agent banking services to bring banking services to a large population that was outside the
reach of traditional banking. At present, a total of 31 banks, including both public and private, are providing these services. The
number of users availing agent banking services has surpassed 140 million. Among them, Bank Asia has more than 5.5 million
customers, of which 92% are from rural areas. Furthermore, 62% of the customers are women. Throughout the country, there
are more than 5,400 agent outlets of Bank Asia, including 540 outlets managed by female agents.....)}, predict the category or
labels of this article from the list of mentioned labels.

ChatGPT | {“Labels”: “Ji<s” (Banking), “#1§ @ Jifee5” (Industry and commerce)}

Directive: Taking into account the given Bangla article {article text}, predict the category or labels of this article from the list of mentioned
{labels}. Please remember to only respond in the predefined JSON format without any additional information.

Table 5: Prompt design details for the Zero-Shot-MLC task on BanglaNewsNet.




