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Abstract

In this paper, we propose VIDEODIREC-
TORGPT, a novel framework for consistent
multi-scene video generation that uses the
knowledge of LLMs for video content plan-
ning and grounded video generation. Specifi-
cally, given a single text prompt, we first ask
our video planner LLM (GPT-4) to expand it
into a ‘video plan’, which includes the scene
descriptions, the entities with their respective
layouts, the background for each scene, and
consistency groupings of the entities. Next,
guided by this video plan, our video genera-
tor, named Layout2Vid, has explicit control
over spatial layouts and can maintain tem-
poral consistency of entities across multiple
scenes, while being trained only with image-
level annotations. Our experiments demon-
strate that our proposed VIDEODIRECTORGPT
framework substantially improves layout and
movement control in both single- and multi-
scene video generation and can generate multi-
scene videos with consistency, while achieving
competitive performance with SOTAs in open-
domain single-scene T2V generation.

1 Introduction

Text-to-video (T2V) generation has achieved rapid
progress following the success of text-to-image
(T2I) generation. Most works in T2V generation
focus on producing short videos from the given
text prompts (Wang et al., 2023; He et al., 2022;
Ho et al., 2022; Singer et al., 2023; Zhou et al.,
2022). Recent studies on long video generation
(Blattmann et al., 2023; Yin et al., 2023; Villegas
et al., 2023; He et al., 2023) aim at generating
long videos of a few minutes with holistic visual
consistency. Although these works could generate
longer videos, the generated videos often display
the continuation or repetitive patterns of a single
action (e.g., driving a car) instead of transitions
and dynamics of multiple changing actions/events
(e.g., five steps about how to make caraway cakes).

Meanwhile, large language models (LLMs) (Brown
et al., 2020; OpenAI, 2023; Touvron et al., 2023a,b;
Chowdhery et al., 2022) have demonstrated their
capability in generating layouts and programs to
control visual modules (Dídac et al., 2023; Gupta
and Kembhavi, 2023), especially image generation
models (Cho et al., 2023; Feng et al., 2023). This
raises an interesting question: Can we leverage the
knowledge embedded in these LLMs for planning
consistent multi-scene video generation?

In this work, we introduce VIDEODIREC-
TORGPT, a novel framework for consistent multi-
scene video generation. VIDEODIRECTORGPT de-
composes the T2V generation task into two stages:
video planning and video generation. In the first
stage, video planning, we employ an LLM (e.g.,
GPT-4 (OpenAI, 2023)) as a video planner to gen-
erate a video plan, a multi-component video script
with multiple scenes to guide the downstream video
synthesis process. Our video plan consists of four
components: (1) multi-scene descriptions, (2) en-
tities (names and their 2D bounding boxes), (3)
background, and (4) consistency groupings (scene
indices for each entity indicating where they should
remain visually consistent). We generate the video
plan in two steps by prompting an LLM with dif-
ferent in-context examples. In the first step, we
expand a single text prompt into multi-step scene
descriptions with an LLM, where each scene is de-
scribed with a text description, a list of entities, and
a background (see Fig. 1 blue part for details). In
the second step, we expand the detailed layouts of
each scene with an LLM by generating the bound-
ing boxes of the entities per frame, given the list of
entities and scene description. This overall ‘video
plan’ guides the downstream video generation.

In the second stage, video generation, we in-
troduce Layout2Vid, a grounded video generation
module to render videos based on the generated
video plan (see yellow part of Fig. 1). For the
grounded video generation module, we build upon

https://videodirectorgpt.github.io


Video 
Plan

A hungry cat is 
finding food

Video Planner
(GPT-4      )

Video Generator
(Layout2Vid)

Prompt

Scene 1

Entities (names + layouts) with Consistency GroupingScene Description Background

A cat is lying down on 
a bed

Bedroom
Frame 1: {‘a fluffy Siamese cat’: [0.25, 0.25, 1.00, 0.70], ‘a plush beige bed’: [0.00, 0.50, 1.00, 1.00]}
Frame 2: {‘a fluffy Siamese cat’: [0.25, 0.25, 1.00, 0.70], ‘a plush beige bed’: [0.00, 0.50, 1.00, 1.00]}
...

Then she gets upScene 2
Frame 1: {‘a fluffy Siamese cat’: [0.55, 0.25, 0.85, 0.55], ‘a plush beige bed’: [0.00, 0.60, 1.00, 1.00]}
Frame 2: {‘a fluffy Siamese cat’: [0.50, 0.30, 0.80, 0.60], ‘a plush beige bed’: [0.00, 0.60, 1.00, 1.00]}
...

Bedroom

She goes to the kitchen 
and eats a snackScene 3

Frame 1: {‘a fluffy Siamese cat’: [0.15, 0.20, 0.40, 0.45], ‘gourmet cat snack’: [0.50, 0.45, 0.80, 0.65]}
Frame 2: {‘a fluffy Siamese cat’: [0.35, 0.30, 0.60, 0.55], ‘gourmet cat snack’: [0.50, 0.45, 0.80, 0.65]}
...

Kitchen

Scene 1 Scene 2 Scene 3

Scene 1

Scene Description

A cat is lying down on 
a bed

Then she gets upScene 2

She goes to the kitchen 
and eats a snackScene 3

Layout + Consistency Grouping

Self-Attn

Gated Self-Attn

Cross-Attn

Visual

Layout

Scene 
Text

Guided 2D AttentionLayout2Vid
a fluffy Siamese cat
Scene: [1, 2, 3]

a plush beige bed
Scene: [1, 2]

gourmet cat snack
Scene: [3]

bedroom
Scene: [1, 2]

kitchen
Scene: [3]

Video

Spatial Conv

Temporal Conv

Spatial Attn

Temporal Attn

Spatial-Temporal Blocks

VideoDirectorGPT
V

id
eo

  P
la

n
n

er
V

id
eo

  G
en

er
at

o
r

Figure 1: Detailed illustration of VIDEODIRECTORGPT. In the first stage, we employ the LLM as a video
planner to craft a video plan, which provides an overarching plot for multi-scene videos, which consists of scene
descriptions, entities/background, and consistency groups. In the second stage, we utilize Layout2Vid, a grounded
video generation module, to render videos based on the video plan. The guided 2D attention of Layout2Vid ensures
spatial control, as well as temporal consistency by using identical embeddings to represent the same entities and
backgrounds across scenes.

ModelScopeT2V (Wang et al., 2023), an off-the-
shelf T2V generation model, by freezing its origi-
nal parameters and adding spatial/consistency con-
trol of entities through a small set of trainable pa-
rameters (13% of total parameters) through the
gated-attention module (Li et al., 2023). This en-
ables our Layout2Vid to be trained solely on layout-
annotated images, thus bypassing the need for ex-
pensive training on annotated video datasets. To
preserve the identity of entities across scenes, we
use shared representations for the entities within
the same consistency group. We also propose to
use a joint image+text embedding as entity ground-
ing conditions which we find more effective than
the existing text-only approaches (Li et al., 2023) in
entity identity preservation (see appendix). Overall,
our Layout2Vid avoids expensive video-level train-
ing, improves the object layout and movement con-
trol, and preserves objects temporal consistency.

We conduct experiments on both single-scene
and multi-scene video generation. Experiments
show that our VIDEODIRECTORGPT demon-
strates better layout skills (object, count, spatial,
scale) and object movement control, capable of
generating multi-scene videos with visual consis-
tency across scenes, and competitive with SOTAs

on single-scene open-domain T2V generation. De-
tailed ablation studies, including dynamic adjust-
ment of layout control strength and video genera-
tion with user-provided images, confirm the effec-
tiveness and capacity of our framework.

Our main contributions are as follows:

• A new T2V generation framework VIDEODI-
RECTORGPT with two stages: video con-
tent planning and grounded video generation,
which is capable of generating a multi-scene
video from a single text prompt.

• We employ LLMs to generate a multi-
component ‘video plan’ which consists of de-
tailed scene descriptions, entity layouts, and
entity consistency groupings to guide down-
stream video generation.

• We introduce Layout2Vid, a novel grounded
video generation module, which brings to-
gether image/text-based layout control abil-
ity and entity-level temporal consistency. Our
Layout2Vid can be trained efficiently using
only image-level layout annotations.

• Empirical results demonstrate that our frame-
work can accurately control object layouts and
movements, and generate temporally consis-
tent multi-scene videos.
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